
PHYSICAL REVIEW E 96, 063113 (2017)

Boundary conditions for a one-sided numerical model of evaporative instabilities in sessile
drops of ethanol on heated substrates

Sergey Semenov,1,2,* Florian Carle,1,3 Marc Medale,1 and David Brutin1,4,†
1Aix-Marseille University, IUSTI UMR 7343 CNRS, 13453 Marseille, France

2Aix-Marseille University, MADIREL UMR 7246 CNRS, 13013 Marseille, France
3Yale Quantum Institute, Yale University, New Haven, Connecticut 06511, USA

4Institut Universitaire de France, 75231 Paris, France
(Received 5 July 2017; revised manuscript received 28 October 2017; published 19 December 2017)

The work is focused on obtaining boundary conditions for a one-sided numerical model of thermoconvective
instabilities in evaporating pinned sessile droplets of ethanol on heated substrates. In the one-sided model,
appropriate boundary conditions for heat and mass transfer equations are required at the droplet surface. Such
boundary conditions are obtained in the present work based on a derived semiempirical theoretical formula for the
total droplet’s evaporation rate, and on a two-parametric nonisothermal approximation of the local evaporation
flux. The main purpose of these boundary conditions is to be applied in future three-dimensional (3D) one-sided
numerical models in order to save a lot of computational time and resources by solving equations only in the
droplet domain. Two parameters, needed for the nonisothermal approximation of the local evaporation flux, are
obtained by fitting computational results of a 2D two-sided numerical model. Such model is validated here against
parabolic flight experiments and the theoretical value of the total evaporation rate. This study combines theoretical,
experimental, and computational approaches in convective evaporation of sessile droplets. The influence of
the gravity level on evaporation rate and contributions of different mechanisms of vapor transport (diffusion,
Stefan flow, natural convection) are shown. The qualitative difference (in terms of developing thermoconvective
instabilities) between steady-state and unsteady numerical approaches is demonstrated.
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I. INTRODUCTION

Evaporating sessile drops of simple and complex fluids
are widely encountered in nature and have a great diversity of
actual and potential applications. They include heat exchangers
[1], patterns of nanoparticles deposition from evaporation of
sessile drops (coffee-ring effect) [2,3], spraying of herbicides
and pesticides on hydrophobic leaves [4], inkjet printing [5,6],
microlens manufacturing [7], biological tissue engineering
[8], and other biomedical applications (e.g., blood analysis
[9,10] and surfactant replacement therapy [11]). Due to a wide
range of applications, sessile drops have been the subject of
extensive experimental and theoretical studies, and still remain
an interesting problem from both scientific and industrial
points of view.

The physics of evaporation comprises many different pro-
cesses, such as diffusive and convective (buoyancy and Stefan
flow) vapor transport, the kinetics of vapor molecules trans-
fer across the liquid-gas interface (Hertz-Knudsen-Langmuir
equation), evaporative interface cooling, Marangoni flows,
and instabilities. There are also complications associated with
the contact line physics: slip at the solid-liquid interface and
adsorbed precursor films (disjoining pressure action).

Despite of all these complicated physics involved in
droplets evaporation, simplified isothermal and nonisothermal
models of diffusion limited evaporation are widely used for
the validation of experimental data. This is partly due to
their simplicity and availability along with their qualitative
ability to predict the droplet’s evaporation rate. In this paper,
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for the purpose of quantitative validation, we present a
semiempirical theoretical model, which predicts an unsteady
diffusion-limited evaporation rate for a nonisothermal pinned
sessile droplet, taking into account Stefan flow in gas.

Our current research is focused on thermal Marangoni
instabilities in sessile ethanol droplets, which develop spon-
taneously during evaporation. One distinctive type of these
thermocapillary instabilities is called hydrothermal waves
(HTWs). Conventional HTWs are observed in thin liquid
layers whose surface is subject to a lateral temperature gradient
[12–16]. In sessile droplets, however, the HTWs are driven by
the process of evaporation which generates these temperature
gradients naturally. These instabilities have been observed
in droplets of volatile liquids (ethanol, methanol, FC-72) on
heated substrates by few researchers [17–21].

Several studies, employing numerical methods to analyze
unsteady evaporation of sessile drops, have been found in the
literature. Among them, Barash et al. [22] used the finite differ-
ence method (FDM) and “a boundary interpolation in a vicinity
of the drop surface”; Maki and Kumar [23] used lubrication
approximation and the kinetic model of evaporation (“transfer-
rate-limited evaporation”) including the contribution of both
capillarity and disjoining pressure on the liquid surface;
Korenchenko and Beskachko [24] studied drop oscillations
using the FDM; Yang et al. [25] studied evaporating water
drops using the finite element method (FEM) and the arbitrary
Lagrangian-Eulerian (ALE) formulation. An unsteady Lattice-
Boltzmann method (LBM) was used to study evaporating
drops on patterned substrates [26,27] and to study the coffee-
ring effect in drops of polymer-nanocrystal mixtures [28]. Xie
et al. [29] introduced an evaporation scheme to the multiphase
LBM model and studied the effect of gravity on the shape
of evaporating drops for different evaporation conditions and
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wetting properties of the substrate. Our present study is
closely related to the work of Karapetsas et al. [30] who
studied HTWs in evaporating sessile drops by implementing
a “one-sided” two-dimensional (2D) numerical (FEM) model
and using linear stability analysis. Their model demonstrated
qualitative, but not quantitative, agreement with experimental
observations.

The ultimate aim of current research is to achieve both
qualitative and quantitative agreement between computer
simulations and experiments. Achieving the first one would
require a 3D numerical modeling, as the flow observed in
drops [19,21] is essentially three dimensional. Meanwhile 2D
axisymmetric modeling is quite sufficient for the quantitative
validation, because the most appropriate for that purpose and
experimentally measurable quantity is the droplet’s evapora-
tion rate, which is weakly influenced by the 3D flow pattern
inside a droplet.

The present paper is dedicated to the quantitative validation
and, therefore, is limited to 2D axisymmetric numerical
models, which take into account all relevant processes of heat
and mass transfer, essential for the achievement of quanti-
tative agreement with experiments. The original contribution
comprises obtaining a semiempirical formula for the droplet’s
evaporation rate, increasing the accuracy of experimental
video-data processing (improved fitting of a sessile droplet
profile and correction due to noncircular contact perimeter)
and, finally, computer simulations reproducing the conditions
of three particular microgravity experiments. From theoretical
and numerical points of view, current research is a substantial
improvement of our previous work [31].

II. THEORY

In this section we derive a semiempirical theoretical
formula predicting the rate of unsteady diffusion-limited
evaporation for a nonisothermal pinned sessile droplet, taking
into account Stefan flow in gas. A more rigorous theoretical
consideration of nonisothermal evaporation of a spherical
liquid droplet is given by Sobac et al. [32]. At the end of this
section we present an expression, which well approximates the
nonisothermal local vapor flux at the liquid-gas interface.

In what follows, we adopt the following assumptions:
pv,sat � patm, where pv,sat and patm are saturated vapor
and ambient atmospheric pressures, respectively; vapor-air
mixture is considered as an ideal gas with constant density:

ρg = ρv + ρa = const, (1)

where subscripts g, v, and a stand for gas, vapor, and air,
respectively.

A. Steady-state isothermal diffusion

Let us consider a spherically symmetric droplet of
radius L evaporating into ambient air. An isothermal
(T = const = T∞) steady-state (evaporated liquid is
artificially replenished inside the droplet to keep its volume
constant) model of diffusion-limited evaporation gives the
following evaporative mass flux J :

J dif
sph(L,T∞) = 4πDL[ρv,sat(T∞) − ρv,∞], (2)

where dif and sph stand for “diffusive” and “spherical,”
respectively; D = D(T∞) = const is a vapor-in-air diffusion
coefficient; and ρv,sat and ρv,∞ are saturated and ambient
vapor densities, respectively.

Below we consider several incremental modifications of
Eq. (2) arising from increased problem complexity.

B. Steady-state nonisothermal diffusion

Moving from isothermal to nonisothermal diffusion re-
quires accounting for the temperature dependence of vapor
density ρv(T ) and of diffusion coefficient

D(T ) = AT 3/2, (3)

where A = (Dpg)ref/(pgT
3/2

ref ) [33], gas pressure pg = patm,
and (Dpg)ref = 1.337 Pa m2/s at Tref = 298 K for ethanol
vapor in air [34]. Even though the gas density ρg in this
problem is a function of temperature, we still can assume
its constancy provided that

�ρg/ρg < �ρg/ρg,min � 1 ⇒ |TL − T∞|/Tmin � 1, (4)

where �ρg = ρg,max − ρg,min. This problem can be easily
solved analytically if convective heat and mass transfer is
neglected in the gas phase. Thus, assuming constant thermal
conductivity of gas, kg = const, and solving the diffusion
and heat conduction equations with boundary conditions
T |r=L = TL (here r is a radial coordinate in a spherical
system of coordinates), T |r=∞ = T∞, ρv|r=L = ρv,sat(TL), and
ρv|r=∞ = ρv,∞, we get

J dif
sph(L,TL) = 4πDeffL[ρv,sat(TL) − ρv,∞], (5)

where effective diffusion coefficient Deff = D(Teff) =
AT

3/2
eff and effective temperature Teff = [

√
TLT∞(

√
TL +√

T∞)/2]2/3. Note that in the limit TL → T∞ Eq. (5) turns
into Eq. (2).

C. Steady-state isothermal diffusion with Stefan flow

Now let us extend the isothermal (T = const = T∞) diffu-
sive model [see Eq. (2)] by considering an additional transport
mechanism: steady-state spherically symmetric Stefan flow in
the gas phase, which appears due to vapor production at the
droplet surface (phase transition with a considerable change
of substance density).

The gas flow is considered as an incompressible one,
therefore the velocity vector is uStefan

g = ruStefan
g (r)/r , where

r is the radius vector, uStefan
g (r) = u0L

2/r2, and u0 =
uStefan

g (L). The following boundary conditions are applied here:
ρv|r=L = ρv,sat(T∞); ρv|r=∞ = ρv,∞; local density of vapor
mass flux across the liquid-gas interface jStefan = [ρvu0 −
D(∇ρv)·n]|r=L, where n is the unit vector, normal to the
interface and pointing into the gas phase and zero air flux
across the interface [ρau0 − D(∇ρa)·n]|r=L = 0.

Combining these boundary conditions with Eq. (1), one can
easily solve the vapor transport equation,

∇·(ρvuStefan
g − D∇ρv

) = 0, (6)
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and get the following spherical droplet’s evaporation rate:

J Stefan
sph (L,T∞) = 4πDLρg,L ln

(
ρg,L − ρv,∞

ρg,L − ρv,sat(T∞)

)
, (7)

where we used an additional subscript L with the gas density
ρg to stress that ρg,L = (ρv + ρa)|r=L. This helps us to find
the exact value of gas density in nonisothermal extensions
of the current isothermal model. In what follows, ρg,L will
be calculated in accordance with the ideal gas law: ρg,L =
patmMa/(RTL), where Ma and R are the molar mass of air
and the universal gas constant, respectively. Equation (7) is
a particular case of the Spalding model of combustion or
evaporation of fuel droplets [35], which accounts for both
diffusive and convective mass transport.

Note that the Stefan flow can be neglected (u0 → 0) for
poorly volatile liquids, for which ρv/ρg � 1. In this limit,
Eq. (7) turns into Eq. (2).

D. Unsteady isothermal diffusion

Solving an unsteady isothermal diffusion equation,

∂ρv

∂t
= D

1

r2

∂

∂r

(
r2 ∂ρv

∂r

)
, (8)

with the boundary and initial conditions L = const, ρv|r=L =
ρv,sat(T∞), ρv|r=∞ = ρv,∞, and ρv| r>L

t=0
= ρv,∞, we obtain the

following droplet’s evaporation rate:

J dif
sph(L,T∞,t) = 4πDL[ρv,sat(T∞) − ρv,∞]

(
1 + L√

πDt

)
.

(9)

At t → ∞ Eq. (9) becomes identical to Eq. (2). For more
details, please see Appendix C.

E. Unsteady evaporation of pinned sessile droplets

Finally we empirically combine all the modifications [see
Eqs. (5), (7), and (9)] of Eq. (2) in one formula. In order to
move from a spherical to a sessile droplet, we first took a half
of the spherical droplet’s evaporation rate, which corresponds
to a sessile droplet with contact angle θ = π/2: Jπ/2 = Jsph/2.
Then, to take into account the dependence on contact angle θ ,
we have replaced the geometrical parameter L by the product
LF (θ ), where F (θ ) is a well known function of contact angle,
derived by Picknett and Bexon [36] (see also Ref. [37]), and
equivalent to another one, FP (θ ) = 2F (θ ), derived later by
Popov [38]:

FP (θ )= sin θ

1+ cos θ
+4

∫ ∞

0

1+ cosh(2θτ )

sinh(2πτ )
tanh[(π−θ )τ ]dτ .

(10)

Note that F (0) = 2/π , and F (π/2) = 1. Instead of temper-
ature TL we have used the average temperature of sessile
droplet’s surface �: Tav = (

∫
�

T d�)/(
∫
�

d�), which is proven
to be a proper modeling approach [37,39].

Thus, our final semiempirical expression of an unsteady
diffusion-limited evaporation rate for a nonisothermal pinned
sessile droplet, accounting for Stefan flow in gas, takes the

form

J Stefan(L,Tav,θ (t),t)

= 2πD∗
effLF (θ (t))

×
(

1 + LF (θ (t))√
πD∗

eff t

)
ρ∗

g ln

(
ρ∗

g − ρv,∞
ρ∗

g − ρ∗
v,sat

)
, (11)

where L now is a constant contact line radius, whereas θ

changes with time; the asterisk stands for a dependence on
Tav: D∗

eff = D(T ∗
eff) [see Eq. (3)]; T ∗

eff = [
√

TavT∞(
√

Tav +√
T∞)/2]2/3; ρ∗

v,sat = ρv,sat(Tav); ρ∗
g = patmMa/(RTav). Equa-

tion (11) agrees well with the results of an equivalent numerical
model, as will be shown below.

For a purely diffusive model, which does not take into
account the Stefan flow:

J dif(L,Tav,θ (t),t) = 2πD∗
effLF (θ (t))

(
1 + LF (θ (t))√

πD∗
eff t

)
× (ρ∗

v,sat − ρv,∞). (12)

Usually the temperature Tav is not available theoretically
or experimentally, therefore in Eqs. (11) and (12) we have
used Tav from our computer simulations (note that numerically
obtained Tav is not a fitting parameter, since computer
simulations do not include any fitting parameters). However,
for relatively thin droplets Tav can be estimated from the
following simplified energy balance equation: kl

Ts−Tav
hav

Sd =
Pev, where kl is the droplet’s thermal conductivity, Ts is
the temperature of substrate-droplet interface (equal to the
substrate’s temperature for highly heat conductive substrates),
Sd = πL2 is the droplet’s contact area, Pev is the evaporative
power (rate of heat consumption by evaporation), and hav

is the average droplet’s height which can be estimated as
hav = Vd/Sd , where Vd is the droplet’s volume.

Regarding the time-dependent contact angle θ (t), if it is
not possible to predict it theoretically, then one should use
its experimentally available value. Nevertheless, if θ remains
below 40◦ (θ < 2π/9), then the function F (θ ) can be assumed
a constant F (θ )|θ<2π/9 ≈ 2/π .

F. Approximation of the surface density of evaporative mass flux

In this subsection we present a formula, which well
approximates the local surface density, j , of nonisothermal
evaporative mass flux across the liquid-gas interface. This
formula can be used as a boundary condition in one-sided
models of evaporating sessile droplets, especially in 3D
computer simulations, when employing the two-sided model
is computationally expensive. Only the temperature and
tangential velocity at the droplet surface, which are readily
available in one-sided models, will be used as input data for this
approximation. The values of two fitting parameters, which
are required for our approximation, will be obtained through
fitting an evaporation flux j available numerically from our
two-sided 2D model.

In what follows we assume that liquid-gas interface is a
spherical cap with contact angle θ � π/2 (see Fig. 3), �: r =
f (z) =

√
R2

d − (z − zd )2 for 0 � z � Rd + zd , where r and z
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are correspondingly radial and vertical cylindrical coordinates
(z = 0 at the droplet-substrate interface), Rd = L/ sin θ , and
zd = −Rd cos θ .

In such geometry, the exact solution j (r,θ ) was reported
earlier for the case of isothermal steady-state diffusion-limited
evaporation with no Stefan flow; see for example Eq. (A2)
in [40] or Eq. (A5) in [38]. This solution was given in an
integral form with a Legendre function of the first kind in
the integrand, which is quite difficult to compute and analyze.
Deegan et al. [40] suggested a convenient approximation to
the exact solution:

jDeegan(r,θ ) = j0[1 − (r/L)2]−λfor0 � θ � π/2, (13)

where λ = (π − 2θ )/(2π − 2θ ) and j0 = j (0,θ ). Equation
(13) becomes an exact solution, which implies zero approxi-
mation error, in two particular cases: θ = 0 (see Appendix A

for more information) and θ = π/2 [uniform flux distribution
j (r,π/2) = j0 due to spherical symmetry of the problem].

According to authors [40], Eq. (13) gives maximum approx-
imation error of 10%. However, our numerical estimates of the
exact solution [Eq. (A5) in [38]] with a computation error less
than 0.1% show that Eq. (13) in fact gives an approximation
error above 10% for a wide range of r and θ values. In
particular, for contact angle θ = π/3 at r/L > 0.99, Deegan’s
approximation gives an error above 34%. Due to this, using our
numerical estimates of the exact solution, we have constructed
a more accurate approximation, ji(r,θ ) (the subscript i stands
for isothermal), with an approximation error less than 1%. This
new approximation is presented below:

ji(r,θ ) = j0χ
−λ(1 − ω) for 0� θ �π/2,0� r < L, (14)

where

χ = 1 − (r/L)2,

j0 = j (0,θ ) = D

L
(ρv,sat − ρv,∞)G(θ ) = JG(θ )

2πL2F (θ )
,

G(θ ) = 0.008 348 θ4 − 0.1026 θ3 + 0.001 815 θ2 + 0.4491 θ + 0.6368,

F (θ ) =
⎧⎨
⎩

(0.6366 θ + 0.095 91 θ2 − 0.061 44 θ3)/ sin θ , 0 � θ < π/18
(0.000 089 57 + 0.6333 θ + 0.116 θ2

−0.088 78 θ3 + 0.010 33 θ4)/ sin θ , π/18 � θ � π

,

ω =
⎧⎨
⎩

H [3 −
√

4 + 5(1 − θ/θHE)2], 0 � θ � θHE (hyperbola)

−E +
√

λ2
EE2 + (

1 − λ2
E

)
(H + E)2, θHE < θ � π/2 (ellipse)

,

λE = (2θ − 2θHE)/(π − 2θHE),

θHE = 0.7864 H + 0.9103,

E = −2.679 H + 0.7265,

H = 0.26(1 − χ0.7). (15)

Like the Deegan’s approximation, ji(r,θ ) also becomes an
exact solution in two particular cases: θ = 0 and θ = π/2. If
one takes ω = 0, then approximation (14) becomes identical
to Deegan’s approximation (13).

Let us use the isothermal flux distribution (14) as a base
for obtaining the approximation of the nonisothermal one.
First of all, we will substitute the most general form of total
evaporation rate J Stefan(L,Tav,θ (t),t) into Eq. (15) instead of
J , which ensures that local vapor flux, being integrated over
the droplet surface, matches the total vapor flux:

j ∗
0 = J Stefan(L,Tav,θ (t),t)G(θ )

2πL2F (θ )
,

j ∗
i (r,θ ) = j ∗

0 χ−λ(1 − ω). (16)

This flux distribution can be considered as zero approximation
of the nonisothermal one, as if temperature was uniform along
the droplet surface and equal Tav. Now we introduce a small
perturbation into this flux due to a small deviation of local
temperature from Tav:

j (r,θ,T ) = j ∗
i (r,θ )[1 + B(T − Tav)], (17)

where B is the first fitting parameter in our nonisothermal
approximation. In the original unperturbed isothermal problem
there exists vapor flux only in the normal direction with
respect to the droplet surface, and there is no flux in the
tangential direction due to the uniform temperature and
correspondingly uniform vapor density along the droplet
surface. Therefore j ∗

i (r,θ ) represents only a normal component
of the vapor flux, which means that introduced perturbation
gives a correction which represents the contribution of only the
normal component of the flux. However in the nonisothermal
problem tangential fluxes also appear due to tangential liquid
flow and nonzero gradient of vapor density along the droplet
surface. These tangential fluxes, emerging in the nonisother-
mal problem, should also contribute to the local evaporation
rate.

In order to estimate this additional contribution j+ to the
local evaporation rate, let us introduce a thin boundary layer
of thickness �h in the gas phase above the droplet surface, in
which tangential vapor fluxes j τ = −D∇�ρv + ρvu� [where
∇� = ∇ − (n ⊗ n)∇ and u� = u − (n ⊗ n)u is the tangent
velocity vector at the liquid-gas interface, n ⊗ n is the rotation
matrix to move from the global reference frame to the local
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FIG. 1. Experimental setup based on previous work [19].

one] are balanced by the flux j+ across the bottom surface of
the boundary layer (liquid-gas interface). Thus, considering a
portion of boundary layer as a control volume with bottom
area S and height �h, we can write an integral equation for
this balance: ∫∫

S

j+dS = �h

∮
∂S

j τ ·[dl × n], (18)

where dl is a directed line element of the closed curve ∂S,
which bounds the area S. Vector [dl × n] is perpendicular to
the side surface of the control volume and pointing outwards.
Applying the curl theorem to the right side of Eq. (18) we
obtain

j+ = �h[∇ × [n × j τ ]]·n = �h[∇ − (n ⊗ n)·∇]· j τ

= �h∇�· j τ . (19)

The right hand side of Eq. (19) is the surficial divergence
of the tangent vector j τ , multiplied by the boundary layer
thickness �h, which will be the second fitting parameter in
our approximation.

Finally, the resulting approximation of the local evaporation
rate, including both contributions, takes the following form:

japprox = j (t,θ,T ) + j+ = j ∗
i (r,θ )[1 + B(T − Tav)]

+�h∇�· j τ . (20)

In the case of the axisymmetric problem the last term of
Eq. (20) simplifies, and in cylindrical coordinates (r,z) we
obtain

japprox = j ∗
i (r,θ )[1 + B(T − Tav)] + �h

nz

r

d(rjτ )

dr
, (21)

where nz is the vertical component of the normal vector n, and
jτ = | j τ | is considered as a function of coordinate r only. Two
fitting parameters B and �h are obtained from our two-sided
2D numerical models and presented in the Results section.

III. EXPERIMENTS

Our theoretical and numerical models are validated against
experimental data obtained under microgravity conditions
during parabolic flight experiments on board of Novespace
A300-ZeroG aircraft in Bordeaux, France.

Sessile drops of ethanol evaporated from a heated substrate
into a closed chamber filled with air under measured cabin
pressure; see Fig. 1. The contact line stayed pinned during all
periods of evaporation in microgravity. The heat flux meter
(15 mm diameter and 0.6 mm thickness, copper body) was
covered with a thin (13.9 nm) layer of perfluorocarbon (PFC)
to induce a good wetting and prevent droplet detachment
during its injection through a tube of diameter 0.7 mm at
the center of the substrate. In the present work we consider
three particular experiments with substrate temperature Ts at
5.4, 15.1, and 20.0 K above the measured wall temperature of
the experimental cell (measurement and regulation precision
is ±0.1 K).

The infrared (IR) camera (3–5-μm wavelength) recorded
the droplet’s top view to capture hydrothermal instabilities,
whereas a charge-coupled device (CCD) camera captured its
side-view geometry in the visible spectrum. The contact angle
θ , radius L, and droplet’s volume V are extracted from visual
data by fitting the droplet profile with a spherical cap outline
taking into account camera tilt. In addition, the correction of
the contact radius L has been introduced as discussed below.

The shape of a real sessile droplet is never axially symmetric
due to the nonideality of real experimental systems (especially
in nonstable parabolic flight conditions). Figure 2 shows one of
the biggest experimentally observed deviations from the
circular shape, which is chosen here for a demonstrative
purpose. Nevertheless, this deviation is not so big to be directly
modeled. Instead, it can be treated as a systematic experimental
error for each particular experiment, because the shape is
preserved during the whole evaporation period due to contact
line pinning. This systematic error results in a difference
between visible and real average contact radii L (see Fig. 2),
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FIG. 2. Visible and real average contact radii. The dashed line
shows a circle with the same area as the one of droplet’s base.

and can be corrected by replacing visible contact radius L

with the real average one, which is obtained by fitting the
real contact area (available from the top view image) with
πL2. This approach corrects the systematic error and, thus,
increases the consistency between an axisymmetric model and
the experimental data.

In addition to the visually available droplet’s geometry,
we have used a heat flux meter to extract the droplet’s
evaporation rate indirectly. Experimentally measured heat
flux through the substrate was decomposed on radiative
[radiated power Prad = εf σSB(T 4

s − T 4
∞)Sf , where σSB is the

Stefan-Boltzmann constant, Sf and εf = 0.95 are flux-meter
area and emissivity, respectively], and conductive (through
the air, available numerically: 1.5, 4.6, and 6.0 mW for Ts −
T∞ = 5.4, 15.1, and 20.0 K, respectively) and evaporative
components. The convective component is absent due to the
absence of natural convection under microgravity conditions.
Then experimental rate of evaporation was calculated as
Jexp = PevMe/�, where Pev is the evaporative power, � and
Me are the latent heat of vaporization (in J/mol) and the molar
mass of evaporating substance (ethanol), respectively.

More information on experimental techniques can be found
in the work by Carle et al. [19].

IV. COMPUTER SIMULATIONS

We have developed an axisymmetric numerical model of
unsteady evaporation of pinned sessile drops of ethanol from a
heated substrate into a closed chamber. The commercial soft-
ware COMSOL MULTIPHYSICS has been used for this purpose. It
uses the finite element method (with quadratic Lagrangian
elements) to discretize governing equations in their weak
formulation, while all boundary conditions are implemented in
the form of constraints with Lagrange multipliers. We applied
arbitrary Lagrangian-Eulerian (ALE) and interface tracking
methods to model moving mesh which follows the motion of
the liquid-gas interface.

A. Problem geometry

The origin of cylindrical coordinates (r,z) is located in the
plane of the substrate-droplet interface, and the vertical axis
coincides with the axis of the droplet’s symmetry. Though
the real experimental cell has a square shape and not the
axisymmetric one, its size is much bigger than the size of the
evaporating droplet located in the cell center. This allows us to
neglect the shape and take into account only the cell’s volume.
Thus, in our numerical model we have created an axisymmetric
chamber of the same height (3 cm) as the experimental
one, while its radius (5.63 cm) was chosen to match the
experimental cell volume (294 cm3). The geometry of substrate
and heat flux meter was identical to the experimental one (see
Fig. 1).

B. Material properties

The properties of materials in the model were identical
to the experimental ones [33]: aluminium for the substrate,
copper for the heat flux-meter, and pure ethanol for the
droplet. The ethanol surface tension is γ = 20.6 mN/m, while
its temperature coefficient is dγ /dT = −0.082 mN/(m K).
The latent heat of vaporization was taken as a function
of temperature: �(T ) = c1(1 − T/Tc)c2 , where c1 = 55 789
J/mol, c2 = 0.312 45, and Tc = 514 K. According to the
Clausius-Clapeyron equation, the saturated vapor pressure of
ethanol

psat(T ) = pref
sat exp

[
−�(T )

R

(
1

T
− 1

T ref
sat

)]
, (22)

where pref
sat = 13838 Pa, T ref

sat = 308.15 K, and R is the
universal gas constant. The influence of the droplet’s surface
curvature on psat(T ) can be neglected [41]. Since the temper-
ature change occurs mostly in the air domain (the medium
with lowest heat conductivity in the system), its dynamic
viscosity μa , heat conductivity ka , and vapor diffusivity D,
are taken as functions of local temperature: μa(T ) and ka(T )
are determined according to Sutherland’s law:

μa(T ) = μref(T/Tref)3/2(Tref + Tμ)/(T + Tμ), (23)

ka(T ) = kref(T/Tref)3/2(Tref + Tk)/(T + Tk), (24)

where μref = 17.16 μPa s; kref = 24.14 mW/(m K); Tref , Tμ,
and Tk are respectively 273.15, 110.4, and 194.4 K. For D(T )
see Eq. (3).

The adsorption of water from air on the ethanol surface is
neglected, because air humidity becomes relatively low due to
droplet heating.

C. Bulk equations

In accordance with ALE formulation, the following gov-
erning equations describe transport phenomena in the bulk.
The heat transfer is

ρcp

(
∂T

∂t

∣∣∣∣
m

+ (u − w)·∇T

)
= ∇·(k∇T ), (25)

where the subscript m means that the time derivative is taken
at a fixed mesh node (fixed mesh coordinates), w is the mesh
velocity, ∇ is the nabla operator, ρ, cp, and k are respectively
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density, specific heat capacity at constant pressure, and thermal
conductivity of the corresponding phase. The bulk velocity
u = 0 for solids.

Continuity and incompressible Navier-Stokes equations
under the Boussinesq approximation in liquid and gas are

∇ · u = 0, (26)

ρ

(
∂u
∂t

∣∣∣∣
m

+ [(u − w)·∇]u
)

= ∇ · σ + FB, (27)

where σ = −p I + π is the total stress tensor, p is the
hydrodynamic pressure, I is the identity tensor, and π =
μ[∇u + (∇u)T] is the viscous stress tensor. The buoyancy
force FB = g�ρ is zero under microgravity conditions (g =
0), while for nonzero gravity (g �= 0) it accounts for the density
change �ρ due to liquid-gas thermal expansion as well as
due to the vapor content in the gas. In the case of modeling
pure diffusion (without Stefan or natural convection in gas)
Eqs. (26) and (27) are not solved in the gas.

Under assumption (1) the equation of vapor diffusion
convection in the gas phase reads

∂ρv

∂t

∣∣∣∣
m

+ (ug − w)·∇ρv = ∇·(D∇ρv), (28)

where ug = 0 if Stefan or natural convection is absent.

D. Initial and boundary conditions

The initial temperature is T |t=0 = T∞ in the gas phase and
T |t=0 = Ts in the substrate, heat flux-meter, and droplet. The
initial velocity is u|t=0 = 0 in gas and liquid. The initial pres-
sure is pg|t=0 = patm in gas and pl|t=0 = patm + 2γ sin θ0/L

in liquid, where θ0 is the initial contact angle. The initial vapor
density in gas is ρv|t=0 = 0.

Boundary conditions of axial symmetry are applied at
r = 0 for all fields. The temperature T∞ is imposed at the
chamber wall, and Ts is at the interface between the heat
flux meter and aluminium substrate. Zero normal heat flux
(n · ∇T = 0) is on the surface of thermally insulating material
(see Fig. 1). The conditions of temperature and heat flux
continuity are applied at liquid-solid and gas-solid interfaces.
The vapor is saturated at the liquid-gas (lg) interface (see
Appendix B for a justification of this boundary condition):
(ρv)lg = ρv,sat(T ) = Mepsat(T )/(RT ), where Me is the molar
mass of evaporating substance (ethanol), and psat(T ) is given
by Eq. (22). No penetration of vapor is applied at all gas-solid
(gs) interfaces: (n · ∇ρv)gs = 0.

The no-slip and no-penetration boundary conditions are
applied for Eqs. (26) and (27) at the liquid-solid (ls) and gas-
solid interfaces: uls = 0, ugs = 0. Constant pressure is set in a
specific point Q (see Fig. 1) of the gas phase (pg)Q = const =
patm.

Now let us consider the interfacial conditions for the
moving liquid-gas interface � (see Fig. 3) with normal unit
vector n pointing into the gas phase and tangent unit vector
τ . Let j be the local surface density of evaporative mass flux
[in kg/(m2 s)] across the interface � in the direction of vector
n, and u� be the normal velocity of the interface itself in the
direction of vector n.

FIG. 3. Liquid-gas interface.

At the interface � we assumed temperature continuity (Tl =
Tg) and heat flux discontinuity:

kg(∇T )g·n − kl(∇T )l·n = j�(T )/Me. (29)

The boundary condition for the normal liquid velocity at �

reads (expressions for j and u� will be given later)

ρl(ul·n − u�) = j. (30)

The stress balance at � is used to obtain boundary conditions
for pressure and tangent velocity in the liquid phase:

(σ · n)l − (σ · n)g = −γ (∇ · n)�n + dγ

dT
(∇�T ), (31)

where ∇�T = (∇ − nn · ∇)T is the surface gradient of the
temperature and (∇ · n)� is the divergence of the vector n at
�, that is the curvature of �, which is equal to 2 sin θ/L.
Taking the scalar product of Eq. (31) with vector τ and
neglecting the viscous stress in the gas phase (μg/μl � 1)
we obtain the boundary condition for the thermal Marangoni
convection which determines the tangent liquid velocity. A
similar procedure with vector n results in the boundary
condition for liquid pressure at �.

In the case of only diffusive vapor transport (when the gas
flow is neglected), under assumption (1) j is determined as
j = (−D∇ρv)·n. Let us derive j in the case when convective
vapor transport is also present. In this case

j = ρv(ug·n − u�) − D∇ρv·n, (32)

while air transport across the interface � is zero:

0 = ρa(ug·n − u�) − D∇ρa·n. (33)

Excluding the term (ug·n − u�) from Eqs. (32) and (33) and
using Eq. (1) we obtain j for the case of diffusive-convective
vapor transport:

j = (−D∇ρv)·n
1 − ρv/ρg

. (34)

Summing Eqs. (32) and (33) and using Eq. (1), we derive the
boundary condition for the normal gas velocity at the interface
�, which is similar to Eq. (30):

ρg(ug·n − u�) = j. (35)

The tangent gas velocity at � is determined by the assumed
no-slip boundary condition:

ug·τ = ul·τ . (36)
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Finally, the expression for u� can be derived based on the
total evaporative mass flux J = ∫

�
jd� and two assumptions:

the pinned contact line (L = const) and the spherical-cap
shape of the droplet in the course of evaporation [� : r =
f (z) =

√
R2

d − (z − zd )2 for 0 � z � Rd + zd , where Rd =
L/ sin θ and zd = −Rd cos θ ]:

u� = − J

πρlL3

(1 + cos θ )2

sin θ
z. (37)

The current model does not employ any physical mecha-
nisms to overcome the problem of mathematical singularity of
j at the contact line, because this singularity is integrable (J
is mathematically finite) and the size of singularity region (see
Appendix B for the estimation of this size), where different
physics comes into play, is a few orders of magnitude less than
the size of the finite elements used. It means that this singularity
region is out of numerical resolution (underresolved) and
gives an insignificant and negligible contribution to the
overall numerical solution. Taking into account real contact
line physics would require computationally expensive and
unnecessary mesh refinement by a few orders of magnitude
near the contact line. In terms of discrete quantities, singularity
never shows up numerically, because the discretized value of
∇ρv is never infinite due to the nonzero distance between
discrete nodes of ρv . In this way singularity is smoothed
(underresolved) numerically. Viscous stress singularity is also
smoothed (underresolved) numerically and was not treated in
any special way. The mesh is refined around the contact line
(the element size is 10−2L) to reduce the area of underresolved
solution. The growth rate for mesh elements is less than 1.1 in
the whole computational domain.

E. Computational procedure

The air pressure inside of the chamber, temperatures Ts

(substrate) and T∞ (chamber wall), as well as the initial
droplet geometry (L0 and θ0) were chosen as in three particular
experiments: (1) patm = 840 mbar, Ts = 305.8 K, T∞ = 300.4
K, L0 = 3.71 mm, θ0 = 19.3◦; (2) patm = 824 mbar, Ts =
315.8 K, T∞ = 300.7 K, L0 = 2.90 mm, θ0 = 17.3◦; (3)
patm = 837 mbar, Ts = 320.8 K, T∞ = 300.8 K, L0 = 3.15
mm, θ0 = 18.2◦.

The computational process is started with a preheating stage
(20 sec), as in experiments, to set the temperature field in the
chamber. During this stage the droplet evaporation, as well as
liquid and gas flow, are switched off numerically.

Next, if the gravity is nonzero in our computer simulation,
then during next 20 sec the gas flow is switched on (along
with the heat transport) in order to establish a stationary
natural convection and corresponding temperature field in the
chamber.

After that, all physical processes are switched on, and
evaporation starts instantaneously, accompanied by develop-
ing thermocapillary flow in the droplet. This last computational
stage is validated against theory and experiments.

V. RESULTS AND DISCUSSION

Using the experimentally recorded evolution of a droplet’s
geometry was insufficient for the extraction of its evaporation

t (s)

β,
 (m

m
 /s

)
2

FIG. 4. Normalized evaporation rate β from computer simula-
tions, theory [Eqs. (11) and (12)] and experiment in microgravity
(the one with Ts − T∞ = 15.1 K); 0g and 1g stand for zero and
terrestrial gravity, respectively.

rate, because the droplet volume changed not only due to
evaporation, but also due to pushing liquid back into the
injection tubing. This flow was caused by evaporative pressure
growth in a closed chamber and, probably, due to the presence
of trapped bubbles in the tubing (as a result of aircraft
vibrations). This flow resulted in a more intensive change of
the droplet’s volume than evaporation itself. For this reason,
the experimental droplet’s evaporation rate has been obtained
indirectly with the help of the heat flux meter, as described in
the experimental part.

A. Axisymmetric evaporation

Let us represent the rate of the droplet’s volume change as

dVd

dt
= −J (t)

ρl

= −βL(t)F (θ (t)). (38)

Then β = J (t)/[ρlL(t)F (θ (t))]. It is more practical to com-
pare experimental and theoretical β rather than J , because in
the limit of steady-state evaporation [t � L2F 2(θ )/(πD∗

eff) ≈
0.3 s, that is t > 3 s; see Eq. (11)] β weakly depends on
changing geometrical parameters (L and θ ) of the droplet.
Note that in general, the contact radius L(t) in Eq. (38)
is time dependent. Thus, experimental β is computed using
experimentally recorded L(t), which basically changes during
the initial stage of droplet injection. Theoretical and numerical
β are computed with constant L according to the models used.

Figure 4 compares normalized evaporation rate β from
computer simulations, theory, and experiment. Since the
contact angle θ (t) cannot be predicted theoretically, we have
used its experimental value, as well as numerically obtained
Tav (as mentioned in Sec. II E, Tav is not a fitting parameter),
to plot theoretical curves based on Eqs. (11) and (12). One can
see that the experimental curve corresponds to the diffusion
limited evaporation with Stefan flow (number 2 in Fig. 4).
A purely diffusive model (number 1 in Fig. 4) gives a lower
evaporation rate, because it does not take into account vapor
transport by the Stefan flow, while natural convection under
terrestrial gravity enhances drop evaporation (number 3 in
Fig. 4).

The discrepancy between experimental and theoretical
curves at the process beginning (see number 2 in figure 4
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β,

 (m
m

 /s
)

2

t (s)

FIG. 5. Normalized evaporation rate β for different substrate
temperatures.

for t < 3 s) is due to different initial conditions. In the
experiment there is a stage of droplet injection and spreading
(evaporation rate gradually increases with time as droplet
grows), while in the theory and computer simulations the
contact line is pinned (there is no spreading stage) and
evaporation starts instantaneously, resulting in a very high
evaporation rate at the beginning. After the first 3 sec (Fig. 4)
theory, computer simulations and experiment are in a good
quantitative agreement.

Figure 5 compares the normalized evaporation rate β

for different substrate temperatures. Higher Ts gives higher
pressure of saturated vapor, and consequently higher evapo-
ration rate. For all given Ts at t > 3 s, experimental curves
follow the theoretical and numerical ones corresponding
to evaporation at zero gravity with Stefan flow taken into
account.

The droplets’ lifetime is not limited by the experimental
points presented in Figs. 4 and 5. Actually, it is much longer
and can be easily estimated using the initial droplet volume
and steady-state evaporation rate: lifetime = 163, 52, and 48
sec for (Ts − T∞) = 5.4, 15.1, and 20 K respectively. However,
experimentally it was impossible to record its full duration due
to strict time constraints of the parabolic flight experiments.

Figure 6 demonstrates an effectiveness of the suggested
approximation japprox, see Eq. (20), for the local evaporation
rate j . The expression |japprox − j |/j ∗

i (r,θ ) is used to estimate
the approximation error. The best fit gives errors less than
10% for the local flux, whereas global error estimation
|Japprox − J |/J (where Japprox = ∫

�
japprox d�) shows errors

less than 3%. The following fitting parameters have been
found for the three particular problems considered in present
work: (1) B = 0.4 K−1 and �h = 0.019 mm for the case
Ts − T∞ = 5.4 K; (2) B = 0.45 K−1 and �h = 0.019 mm for
the case Ts − T∞ = 15.1 K; (3) B = 0.5 K−1 and �h = 0.021
mm for the case Ts − T∞ = 20 K.

Figure 7 displays computed convective patterns in the gas
phase above the droplet. At zero gravity only the Stefan flow is
present in the gas phase, which is directed outwards from the
droplet surface into the chamber and forms a flow loop near the
droplet’s contact line. Under terrestrial gravity there are two
types of convective vortices in the gas: thermal (due to thermal
gas expansion) and solutal (due to nonuniform distribution of
vapor, whose density is greater than that of air).

j (
g/

(m
/s

))
2

0.10 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

FIG. 6. Fitting local vapor flux j at the liquid-gas interface
from our 2D computer simulations (case of Ts − T∞ = 15.1 K)
with approximation japprox given by Eq. (20). Same parameters
B = 0.45 K−1 and �h = 0.019 mm are used for three presented
time moments.

Since in real experiments the droplet injection starts when
the gravity level drops down from 2g to 0g (transition from
hypergravity to microgravity in a parabolic flight), we have
checked numerically the influence of remaining air convection
on droplet’s evaporation rate. First, a steady-state numerical
solution for air convection in the chamber was achieved at 2g

gravity level. This solution was used as an initial condition for
the next step: droplet evaporation switched on at the moment
when the gravity level dropped down to 0g.

In this computer simulation with the gravity level change
(2g → 0g), the droplet’s evaporation rate did not show any
noticeable difference from that obtained numerically in zero
gravity. The average gas velocity decreased down to 6% of its
initial value just in 3 sec after the gravity level change, and
down to 1% in 5 sec.

B. Thermoconvective instabilities

Unsteady computer simulations enabled us to observe
thermoconvective instabilities within the drop, see Fig. 8
(multimedia view), which did not appear in the equivalent
steady-state problem; see Fig. 9 (time derivatives are neglected
in all equations for the steady-state simulation). This result
is very important, because it demonstrates a big qualitative
difference between unsteady- and steady-state approaches.
It shows that steady-state approximation of the problem is
not suitable for the study of thermoconvective instabilities.
Instead, the full unsteady formulation of the problem must be
used.

The unsteady axisymmetric numerical model by Karapetsas
et al. [30] also demonstrated the development of a similar
thermoconvective pattern in a sessile drop.

In Fig. 8, the initial droplet’s temperature coincides with the
substrate temperature and equals 315.8 K. The temperature
field in the gas phase initially corresponds to the steady-
state solution of the heat transport equation (conduction
in zero gravity or conduction with buoyancy convection in
nonzero gravity) in the gas phase in the absence of droplet
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(a)

(b)

FIG. 7. Computer simulations (Ts − T∞ = 15.1 K, t = 14 s): convective pattern in the gas phase and corresponding contours of vapor
density at zero (a) and terrestrial (b) gravity.

evaporation. After evaporation started (t = 0.001 s in Fig. 8),
the liquid inside of the droplet flows to the three-phase contact
line, where local evaporation flux has a maximum value.
As evaporation proceeds, the temperature of the liquid-gas
interface drops down due to the consumption of the latent
heat of vaporization. This temperature change generates
temperature gradients along the droplet surface, especially
near the contact line, where local evaporation flux is most
nonuniform, and the heated substrate is close enough to
maintain the high temperature of the contact line. Temperature
gradients generate thermocapillary stresses at the interface and
drive the liquid flow under the droplet surface: at t = 0.019 s in
Fig. 8 one can see the first thermocapillary vortex propagating
from the contact line to the droplet center. As the surface
temperature goes down with time, it increases the vertical
temperature gradient in the liquid layer, making the system
more and more unstable in terms of the Bénard-Marangoni
instability. Three subsequent images (t = 0.144 s, 0.184 s, and
0.235 s in Fig. 8) demonstrate a spontaneous development of

the Bénard-Marangoni instability: the bottom layers of warmer
liquid, being transported to the surface, reinforce the local
temperature gradients along the liquid-gas interface and form
multiple convective vortices, giving a splash of the velocity
magnitude. Further in time, these thermocapillary vortices
only slightly change their spatial configuration in response
to the changing droplet geometry (contact angle) and remain
quasisteady until the end of the computer simulation.

Now let us discuss the type of thermoconvective instability
presented in Fig. 8. If the observed instability was due to
buoyancy, then we would have substantially different flow
patterns at different gravity levels. However, owing to the fact
that virtually the same flow pattern, shown in Fig. 8, appears
in simulations for both zero gravity and terrestrial gravity,
we can conclude that this is definitely not a buoyancy driven
convection. Instead, it is driven by tangential thermocapillary
stresses at the liquid-gas interface. In general, such flows are
subject to different types of thermocapillary instabilities [12]:
(a) stationary longitudinal rolls, (b) longitudinal hydrothermal
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FIG. 8. Unsteady computer simulation: development of thermoconvective instabilities within the drop at Ts − T∞ = 15.1 K. Color represents
temperature field, white streamlines and black arrows represent velocity in the drop (multimedia view).

waves (HTWs), (c) oblique HTWs, (d) two-dimensional
HTWs, and (e) Bénard-Marangoni instability. Instabilities
(a)–(c) are essentially three-dimensional phenomena and,
therefore, cannot exist in our 2D numerical solution. Type (d) is
a secondary unsteady thermoconvective instability, appearing
in a basic shear flow in form of waves propagating in the

direction of the basic flow [12]. Our numerical solution, see
Fig. 8, does not confirm the existence of any basic (underlying
observed instability) shear flow in the droplet, or unsteady
propagating waves, which proves that these are not HTWs
of type (d). Instead, the observed flow structure possesses
the features of Bénard-Marangoni instability: steady-state

FIG. 9. Steady-state computer simulation: instantaneous distribution of fluxes in the course of droplet evaporation into open atmosphere.
Color represents temperature field. Black, white, and blue arrows represent velocity of liquid and interface and evaporation flux, respectively.
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upward liquid flow under hot spots at the droplet surface,
and downward flow under cold spots. Thus, we conclude that
the numerically obtained instability is the Bénard-Marangoni
instability.

For low volatile liquids, our 2D axisymmetric model
provides a good agreement between experimental and nu-
merical evaporation rates (see Figs. 4 and 5) meaning that
the difference between numerical (2D rolls) and experimental
(3D) flow structures has weak influence on the average
temperature Tav of the droplet surface, which in turn determines
the droplet’s evaporation rate [according to Eq. (11)].

VI. CONCLUSIONS

In this work we have presented theoretical, experimen-
tal, and computer simulation results for the evaporation
rate of a sessile droplet which are in good quantitative
agreement.

A semiempirical theoretical formula has been produced
combining a number of exact solutions of simplified problems.
It well predicts the unsteady diffusion-limited evaporation rate
for a nonisothermal pinned sessile droplet. It takes into account
the vapor transport into the gas phase not only by diffusion but
also by Stefan flow which is always naturally present and
cannot be neglected for intensive evaporation from heated
substrates.

A good approximation for the nonisothermal local evap-
oration flux has been obtained. Its application requires only
temperature and tangent velocity at the liquid-gas interface
(which are readily available in one-sided numerical models)
and contains only two fitting parameters. Thus, this approx-
imation can be used as a boundary condition in one-sided
computer simulations of evaporating sessile droplets, espe-
cially for 3D problems, when employing two-sided models is
computationally expensive.

Using the commercial software COMSOL MULTIPHYSICS,
we have developed an unsteady 2D axisymmetric numerical
model of nonisothermal evaporation of pinned sessile droplets
of ethanol on heated substrates. The fully coupled system of
heat and mass transfer equations was solved numerically using
arbitrary Lagrangian-Eulerian (ALE) and interface tracking
methods to model moving computational mesh which follows
the motion of liquid-gas interface.

The unsteady numerical model has demonstrated the
formation and development of thermoconvective instabilities
in an evaporating sessile droplet. It showed that the steady-state
numerical approach is not suitable for the study of these
instabilities. Instead, the unsteady numerical approach has to
be used.

The current 2D numerical model has demonstrated a
good quantitative agreement with the theory and experiments,
and combines theoretical, experimental, and computational
approaches for the study of unsteady convective evaporation
of sessile droplets. In our future work this model is going to be
extended into three dimensions, which will allow us to assess
the qualitative behavior of 3D thermoconvective instabilities
in a sessile drop, and carry out its qualitative validation against
experimental observations.
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APPENDIX A: DIFFUSION FROM A DISK SOURCE

Let us show that for zero contact angle (θ = 0) Eq. (13)
becomes an exact solution to the problem of steady-state
isothermal diffusion-limited evaporation without Stefan flow
in the gas phase. In this case our problem is equivalent to
diffusion from a disk source with radius L. Therefore Eq. (6)
from [42] gives us the exact solution for vapor density:

ρv = ρv,∞ + 2

π
(ρv,sat − ρv,∞)

× arcsin

(
2L√

(L − r)2 + z2 +
√

(L + r)2 + z2

)
,

(A1)

where r and z are correspondingly radial and vertical cylindri-
cal coordinates. Let us write a Taylor series expansion of (A1)
around z = 0 for r � L:

ρv = ρv,sat − 2(ρv,sat − ρv,∞)

π
√

L2 − r2
z + O(z2). (A2)

This allows us to find an exact solution for j :

j (r,0) = −D(∇ρv·n)|z=0 = −D
∂ρv

∂z

∣∣∣∣
z=0

= 2D

πL

(ρv,sat − ρv,∞)√
1 − (r/L)2

, (A3)

where n is the unit vector, normal to the surface of evaporating
disk. Thus, for θ = 0, approximation (13) becomes the exact
solution (A3) when j0 = 2D(ρv,sat − ρv,∞)/(πL).

APPENDIX B: SATURATED VAPOR DENSITY
AS A BOUNDARY CONDITION

Let us justify the use of saturated vapor density as a
boundary condition at the liquid-gas interface.

According to the kinetic model of evaporation, vapor
density (ρv)lg at the liquid-gas interface can noticeably deviate
from the density of saturated vapor, ρv,sat(T ), if evaporation
flux is sufficiently large. In our diffusive model of unsteady
evaporation of a sessile droplet into ambient gas, evaporation
flux diverges in two different cases: at the beginning of
evaporation, when gradient of vapor density is infinitely large
at the liquid-gas interface, and at the contact line (singularity),
when the contact angle is less than π/2. Let us consider these
two separate cases below.

In the first case, for simplicity we will consider an
isothermal (T = const) and singularity-free (i.e., a sessile
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droplet with contact angle θ = π/2) problem. Then, assuming
that boundary condition (ρv)lg = ρv,sat holds, we can find
the surface density of evaporative mass flux j (which is
uniform for θ = π/2), across the liquid-gas interface [based
on Eq. (11)]:

j = J Stefan(L,T ,π/2,t)

2πL2

= D

L

(
1 + L√

πDt

)
ρg ln

(
ρg − ρv,∞
ρg − ρv,sat

)
. (B1)

This solution can be safely used as far as the vapor density at
the liquid-gas interface (ρv)lg is close to the saturated one:

|ρv,sat − (ρv)lg|
ρv,sat

� 1. (B2)

Let us estimate the deviation of (ρv)lg from ρv,sat using the
Hertz-Knudsen-Langmuir equation (evaporation coefficient is
assumed to be 1 for simplicity):

j =
√

RT

2πMe

[ρv,sat − (ρv)lg]. (B3)

Combining Eqs. (B1) and (B3) we obtain

|ρv,sat − (ρv)lg|
ρv,sat

=
√

2πMe

RT

D

L

(
1+ L√

πDt

)
ρg

ρv,sat

∣∣∣∣ ln

(
ρg − ρv,∞
ρg − ρv,sat

)∣∣∣∣.
(B4)

Let us take L = 3.15 × 10−3 m, T = 320.8 K, patm = 837
mbar = 83 700 Pa, D(patm,T ) = 1.784 × 10−5 m2/s, Me =
0.046 kg/mol, ρv,sat(T ) = 0.456 kg/m3, ρv,∞ = 0 kg/m3,
ρg(patm,T ,ρv,sat) = 1.073 kg/m3. According to Eq. (B4), the
difference |ρv,sat − (ρv)lg| is less than 1% of ρv,sat for t >

1.06 × 10−5 s.
It means that after the first 10 ms of evaporation, vapor

density above the droplet surface is less than 1% different
from the saturated one. This simple estimation fully justifies
the use of saturated vapor density as a boundary condition at the
liquid-gas interface in the case of unsteady droplet evaporation.

In the second case, when the contact angle is less than
π/2, the local evaporation flux diverges at the contact line
due to a singularity problem. Let us show that in this case
condition (B2) still holds for the most part of the liquid-gas
interface even for low contact angles. For example, using the
same problem parameters as above and the contact angle θ =
18.2◦, we find that deviation of (ρv)lg from ρv,sat is more than
1% only for a very narrow region next to the contact line.
The width of this region can be estimated using Deegan’s
distribution [see Eq. (6) in [40]] of evaporation flux along
the droplet surface, and constitutes only 4.47 × 10−6L, which
is three orders of magnitude less than the size (10−2L) of a
finite element near the contact line. It means that the effect of
singularity is absolutely out of the numerical resolution, and
can be safely neglected.

Thus, estimating vapor density at the liquid-gas interface
(in accordance with the Hertz-Knudsen-Langmuir equation),
we have shown that this parameter is very close to the

equilibrium one. Therefore, ρv,sat can be safely used as a
boundary condition at the liquid-gas interface in our theoretical
and numerical models.

APPENDIX C: TIME-DEPENDENT DIFFUSION PROBLEM

The following diffusion equation with the boundary and
initial conditions is given to be solved in a spherically
symmetric geometry (r is the radial coordinate):{ ∂ρv

∂t
= D 1

r2
∂
∂r

(
r2 ∂ρv

∂r

)
ρv|r=L = ρv,sat(T∞), ρv|r=∞ = ρv,∞, ρv| r>L

t=0
= ρv,∞

.

(C1)

Let us introduce new dimensionless variables:

r̂ = r − L

L
, t̂ = D

L2
t , ρ̂ = ρv − ρv,∞

ρv,sat(T∞) − ρv,∞
. (C2)

In the new variables, system (C1) takes the following form:{
∂ρ̂

∂t̂
= 1

(r̂+1)2
∂
∂r̂

(
(r̂ + 1)2 ∂ρ̂

∂r̂

)
ρ̂|r̂=0 = 1, ρ̂|r̂=∞ = 0, ρ̂| r̂>0

t̂=0
= 0

. (C3)

Without loss of generality we can assume the following form
of the solution:

ρ̂(r̂ ,t̂) = g(r̂ ,t̂)

r̂ + 1
. (C4)

Then system (C3) becomes{
∂g

∂t̂
= ∂2g

∂r̂2

g|r̂=0 = 1, g|r̂=∞ = g∞ = const, g| r̂>0
t̂=0

= 0
. (C5)

Now, let us find a self-similarity solution to the problem
given by (C5). In short, the self-similarity principle states
that if there is such stretching transformation that changes the
problem scale but gives the same problem equations and the
same boundary and initial conditions, then the solution of this
problem should be invariant with respect to such stretching
transformation. Let us introduce the following stretching
transformation (with positive constant stretching factors α,
τ , and ϕ):

r∗ = αr̂ , t∗ = τ t̂ , g∗ = ϕg. (C6)

Applying this transformation to the system (C5), we get{
∂g∗
∂t∗ = α2

τ

∂2g∗
∂(r∗)2

g∗|r∗=0 = ϕ, g∗|r∗=∞ = ϕg∞, g∗| r∗>0
t∗=0

= 0
. (C7)

Comparing (C5) and (C7), one can see that problem equations
become invariant with respect to this stretching transformation
only when

τ = α2 and ϕ = 1. (C8)

The problem solution, g = g(r̂ ,t̂), can be written in the
following equivalent implicit form:

F (g,r̂,t̂) = 0. (C9)

Following the self-similarity principle, the invariance of this
solution states that

F (ϕg,αr̂,τ t̂) = 0, or taking into account (C8): F (g,αr̂,α2 t̂)

= 0. (C10)

063113-13



SEMENOV, CARLE, MEDALE, AND BRUTIN PHYSICAL REVIEW E 96, 063113 (2017)

As long as the number of independent variables remains 3, we
may change the definition of these variables (by dividing the
second argument with the square root of the third argument)
to have

F1

(
g,

r̂√
t̂
,α2 t̂

)
= 0. (C11)

Since this functional relation should be true for any value of
α, it means that dependence of F1 on its third argument α2 t̂ is
degenerate, and the solution may take the following form:

F2

(
g,

r̂√
t̂

)
= 0, (C12)

which means that the self-similarity solution of problem (C5)
should be thought of in the form

g = g(x), (C13)

where

x = r̂√
t̂

(C14)

is the self-similarity variable. Substituting (C13) into the first
equation of (C5) and using (C14) we derive an ordinary
differential equation for g:

d2g

dx2
+ x

2

dg

dx
= 0. (C15)

The general solution of Eq. (C15) is given by

g = C1 + C2erf

(
x

2

)
= C1 + C2erf

(
r̂√
4t̂

)
, (C16)

where C1 and C2 are some constants, and erf(x) is the Gaussian
error function:

erf(x) = 2√
π

∫ x

0
e−t2

dt . (C17)

Applying the boundary and initial conditions from (C5) to the
solution (C16) gives

C1 = 1, C2 = −1, and g∞ = 0, (C18)

resulting in the following problem solution:

g = erfc

(
r̂√
4t̂

)
, (C19)

where erfc(x) = 1 − erf(x) is a complementary error function.
Finally, combining (C19) with (C4) and (C2), we obtain the
problem solution:

ρv = ρv,∞ + [ρv,sat(T∞) − ρv,∞]
L

r
erfc

(
r − L√

4Dt

)
. (C20)

Using (C20) one can find the surface density of the diffusive
vapor mass flux at the droplet surface:

j dif(L,T∞,t) = −D
∂ρv

∂r

∣∣∣∣
r=L

= D[ρv,sat(T∞) − ρv,∞]

× 1

L

(
1 + L√

πDt

)
, (C21)

which leads to the following total evaporation rate of a
spherical droplet:

J dif
sph(L,T∞,t) = 4πL2j dif(L,T∞,t) = 4πDL[ρv,sat(T∞)

− ρv,∞]

(
1 + L√

πDt

)
. (C22)

The last equation is identical to Eq. (9).

APPENDIX D: JUSTIFICATION OF FORMULA (19)

Let us justify formula (19) by deriving it from Eq. (18).
In the right-hand side of Eq. (18), the integrand is nothing
more than a triple product, which allows cyclic permutation of
vectors:

j τ ·[dl × n] = ( j τ ,dl,n) = (dl,n, j τ ) = dl·[n × j τ ].

(D1)

Next, applying the curl theorem to the right-hand side of
Eq. (18), we obtain∮

∂S

dl·[n × j τ ] =
∫∫

S

[∇ × [n × j τ ]]·n dS, (D2)

where ∇ is the nabla operator. Comparing Eqs. (18) and (D2)
we derive

j+ = �h[∇ × [n × j τ ]]·n. (D3)

For simplicity we will further develop this expression
in a three-dimensional Cartesian system of coordinates
xi (i = 1,2,3) with constant covariant ei and contravariant ei

basis vectors of unit length. Then, any vector v can be written
as

v = viei = (v·ei)ei , (D4)

where the Einstein summation convention for repeated indices
is used. If vector v represents a vector product of two vectors
a and b, then we have

[a × b] = v= (v·ei)ei = ([a × b]·ei)ei = ([akek × blel]·ei)ei

= akbl ([ek × el]·ei)︸ ︷︷ ︸
ε i
kl

ei = akblε i
kl ei , (D5)

where ε i
kl = (ek,el ,ei) are the components of the Levi-Civita

tensor. It is now more convenient to write expression (D3) in
an index notation:

j+
�h

= ε
q

im ∂q

(
nkj l

τ ε
i
kl

)
nm, (D6)

where ∂q stands for the partial derivative ∂
∂xq . Since basis

vectors ei or ei , and subsequently the components of Levi-
Civita tensor, are constants, then the symbol ε i

kl in Eq. (D6)
can be taken outside the derivative:

j+
�h

= ε
q

imε i
kl ∂q

(
nkj l

τ

)
nm. (D7)
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Now we can apply the following relation between the product
of the Levi-Civita tensor components, εq

imε i
kl , the components

of the metric tensor, gik = ei·ek or gik = ei·ek , and the
Kronecker delta symbols δk

i = ei·ek:

ε
q

imε i
kl =

∣∣∣∣∣∣∣∣∣
δ

q

k δ
q

l gqi

gik gil δi
i

gmk gml δi
m

∣∣∣∣∣∣∣∣∣
= δ

q

l gmk − δ
q

k gml . (D8)

Substituting (D8) into (D7), we obtain

j+
�h

= (
δ

q

l gmk − δ
q

k gml

)
∂q

(
nkj l

τ

)
nm

= ∂l

(
nkj l

τ

)
nk − ∂k

(
nkj l

τ

)
nl , (D9)

or after expanding derivatives
j+
�h

= nk ∂l(n
k)︸ ︷︷ ︸

=0

j l
τ + ∂l(j

l
τ ) nknk︸︷︷︸

=1

−∂k(nk) j l
τ nl︸︷︷︸
=0

−∂k

(
j l
τ

)
nknl .

(D10)

Note that, since normal vector n has fixed unit length [nkn
k = 1

and hence 2nk ∂l(nk) = ∂l(nkn
k) = 0], and the tangential vapor

flux j τ is orthogonal to the normal vector ( j τ ·n = j l
τ nl = 0),

expression (D10) is simplified:
j+
�h

= ∂l

(
j l
τ

) − nknl ∂k

(
j l
τ

) = (
∂l − nknl ∂k

)
j l
τ , (D11)

which in vector notation corresponds to

j+ = �h (∇ − (n ⊗ n)·∇)︸ ︷︷ ︸
∇�

· j τ = �h∇�· j τ , (D12)

which is identical to Eq. (19).
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