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Recent advances in droplet wetting
and evaporation

D. Brutin *ab and V. Starov c

The wetting of solid surfaces using liquid droplets has been studied since the early 1800s. Thomas

Young and Pierre-Simon Laplace investigated the wetting properties, as well as the role of the contact

angle and the coupling of a liquid and solid, on the contact angle formation. The geometry of a sessile

droplet is relatively simple. However, it is sufficiently complex to be applied for solving and prediction of

real-life situations (for example, metallic inks for inkjet printing, the spreading of pesticides on leaves, the

dropping of whole blood, the spreading of blood serum, and drying for medical applications). Moreover,

when taking into account both wetting and evaporation, a simple droplet becomes a very complex

problem, and has been investigated by a number of researchers worldwide. The complexity is mainly

due to the physics involved, the full coupling with the substrate upon which the drop is deposited, the

atmosphere surrounding the droplet, and the nature of the fluid (pure fluid, bi- or multi-phase mixtures,

or even fluids containing colloids and/or nano-particles). This review presents the physics involved

during droplet wetting and evaporation by focusing on the evaporation dynamics, the flow motion, the

vapour behaviour, the surface tension, and the wetting properties.

1. Introduction

Studies on droplets and evaporation have been conducted over
the past 50 years, resulting in the publication of more than

6800 papers (1967–2017) in referenced journals, as archived in
the Scopus database. The total number of scientific publica-
tions has sharply increased over the same period for all areas of
research in the area of life, health, and physical sciences.
In total, the number of publications dealing with droplets
and evaporation has multiplied by a factor of 10 during the
last 50 years.

Several domains have been covered through this increase in
publications. The distribution of publications in 2017 shows a
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strong interest in mechanical and chemical engineering at
more than 40%, fundamental physics and chemistry at 27%,
material science at 10%, and energy applications at 7%. The
energy field covers an increasing number of published papers
dealing with droplets and evaporation, particularly because of
certain applications including the printing of complex fluids,
spray cooling, and DNA analysis.

This review is structured into five sections covering wetting
and evaporation issues applied to sessile droplet configurations
including both pure and complex fluids. Because the domain of
sessile droplets is extremely wide, it is not easy to structure
a review, present the theoretical concepts, and analyse the
studies conducted by the scientific community. A droplet can
be viewed from the perspective of chemists looking for wetting
issues, colloid motions, and their influence on spreading
and evaporation. The problem can also be addressed from a
chemical/mechanical engineering point of view by looking at
the internal flow motion or the vapour flow behaviour around
an evaporating droplet. There are several ways to address this
topic, which are summarized in Fig. 1. We address almost all of
them in the following review.

The mind map shown in Fig. 2 provides the keywords used
in this review. Each keyword is addressed in the review, and
each branch corresponds to a sub-section; however, cross-links
exist because the physics involved is strongly coupled with
this area.

Even in the simplest case of a pure liquid drop on an
atomically flat substrate, many questions remain unanswered.
Although it is well known that evaporation can by itself induce the
formation of an apparent finite contact angle even for perfectly
wetting liquids,1 existing theories have yet to be validated under
well-defined situations. In particular, only very recent theories
include both the modification of apparent macroscopic contact
angles, in the case of evaporation in an inert gas, as considered
below, and the variation in contact angle owing to the contact line
velocity.2 These studies have shown that there is a non-negligible
effect of the vapour cloud configuration on the induced contact
angle. This vapour cloud, in turn, is heavily influenced by gravity
currents owing to the large density of the vapour studied. The
situation is further exacerbated by the fact that the rate of flux
divergence at the contact line (moderated only by the microscopic
effects within its close vicinity) and the associated phenomenon of
evaporation-induced contact angles, even if local, nonetheless
turn out to be rather sensitive to global currents. Clearly, all cases
mentioned above do not favour producing a neat and reliable
benchmark case, and therefore, an important motivation is to
apply for microgravity conditions. No less essential is the fact
that the presence of gravity typically increases the computation
times by an order of magnitude, which can become a significant
problem with expensive 3D computations and parametric studies.
The existence of thermo-capillary instabilities occurring under
evaporation in pure liquid droplets of ethanol under a reduced
gravity environment has previously been described.3 The use of
parabolic flights has enabled this observation, but it is still
insufficient in terms of the duration and residual acceleration
to adequately conduct quantifiable measurements using infrared
and visible light techniques and to apply accurate heat flux
measurements. The problem is that the droplet interface is highly
sensitive to the vibrations of the aircraft. A better level of micro-
gravity and a longer duration of evaporation are needed.

The evaporation of a large liquid drop with a spherical cap
on a rough surface certainly merits consideration for spaceFig. 1 Ways to address the topic of droplet wetting and evaporation.108

Fig. 2 Mind map and keywords used in the review.108

Review Article Chem Soc Rev



This journal is©The Royal Society of Chemistry 2017 Chem. Soc. Rev.

experiments, from both fundamental wettability and technol-
ogical points of view. If a liquid drop is deposited on a rough
surface, or on a textured surface where pillars are formed, then
the contact states can be characterized using Wenzel or Cassie
models. According to the Wenzel model, the liquid completely
invades the texture, whereas according to the Cassie model, air
is trapped at the contact: the former and latter characterise
wetting and non-wetting states, respectively. It is known that a
Cassie drop can be transformed into a Wenzel drop through
external perturbations, such as vibration, for example. In
particular, it has been revealed that the evaporation of a drop
can induce the transition between the two states, as demon-
strated in ref. 5. Understanding the physical mechanism of such
transitions is important for a number of applications, which
include the realization of robust super-hydrophobic states.

Although other effects have been studied, more data are
required: for instance, the role of the thermal conductivity of
the substrate. It has been shown that the evaporation rate of
droplets on insulating substrates can be significantly lower.
This is mainly due to the fact that the interfacial temperature of
the drop decreases, particularly within the vicinity of the
contact line. Examination of this phenomenon has therefore
been planned through evaporation on both a highly conductive
substrate (silicon/sapphire wafer) and on a poorly conducting
substrate (glass wafer), and extracting the local evaporation
rates and interfacial temperatures along the interface, with
a comparison against numerical simulations and theoretical
predictions. Further studies on the influence of Marangoni
flows (thermal or solutal) on the drop shape and convection
in a gas phase are also required. Finally, the influences of the
roughness, chemical heterogeneity, and surface forces on the
kinetics of evaporation are also important to understand because
the different shapes of a disjoining pressure isotherm may result
in completely different kinetics.6

In 2009, Bonn et al.4 provided a comprehensive review of the
current state of this area up to the year 2009. Below, the authors
present an analysis of important problems that have appeared
since then. In 2014, Sefiane101 presented an extensive review of
patterns from drying drops, and collected several keys papers
describing the original patterns obtained after the droplets of a
complex fluid are desiccated.

2. Wetting and spreading
2.1. Basics of wetting

Why do droplets of different liquids deposited on an identical
solid substrate behave so differently (Fig. 3)? Moreover, why are
the behaviours of identical droplets, for example, aqueous
droplets, deposited on different substrates also so different?
The generation of a uniform layer of mercury on a glass surface
is impossible to achieve because the mercury layer will imme-
diately form a droplet, which has a spherical cap with a contact
angle of greater than 901 (Fig. 3). This case is referred to as
a non-wetting case. Note that the contact angle is always
measured inside the liquid phase (Fig. 3a–c). However, it is

easy to make an oil layer (hexane or decane) on the same glass
surface: for this purpose, an oil droplet can be deposited on the
glass substrate, and the droplet will spread out completely (Fig. 3c).
In this case, the contact angle decreases to zero over time.

Using the same procedure but with an ordinary tap water
droplet, an aqueous droplet deposited on an identical glass
substrate spreads out only partially down to a contact angle of
between zero and 901 (Fig. 3b). That is, an aqueous droplet on a
glass surface shows behaviour between that of mercury and oil
on an identical glass surface. These three cases (Fig. 3a–c)
are referred to as non-wetting, partial wetting, and complete
wetting, respectively.

Creating a water layer on a Teflon surface is also impossible for
the exact reasons as mercury on a glass surface. That is, the same
aqueous droplet can spread out partially on a glass substrate
and does not spread at all on a Teflon substrate. The latter
means that the wetting or non-wetting is not a property of the
liquid only, but is a property of the liquid–solid pair.

In broader terms, complete wetting, partial wetting, and
non-wetting behaviours are determined based on the nature of
both the liquid and solid substrate. Considering Fig. 4, the
three-phase contact line can be considered as where the three
phases of liquid, solid, and vapour meet.

Consideration of the force balance in the tangential direc-
tion on the three-phase contact line results in the well-known
Neumann–Young’s rule, which connects the three interfacial
tensions, gsl, gsv, and g with the value of the equilibrium contact
angle, yNY, (Fig. 4), where gsl, gsv, and g are solid–liquid,

Fig. 3 Different wetting situations: (a) non-wetting case with a contact
angle of greater than 901. The examples are an aqueous droplet on Teflon
and a mercury droplet on glass. (b) Partial wetting case with a contact angle
between zero and 901. The examples are an aqueous droplet on glass,
mica, and metal. (c) Complete wetting case where the droplet spreads out
completely and only a dynamic contact angle, y(t), can be measured, which
tends to reach zero over time, t. The examples are oil droplets on glass,
mica, and metal, and aqueous droplets on a silicon wafer.
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solid–vapour, and liquid–vapour interfacial tensions, respectively
(see ref. 7 for example):

cos yNY ¼
gsv � gsl

g
(1)

Note that we marked the contact angle in eqn (1) as yNY, and
we can see below that there is a good reason for doing so. In
addition, eqn (1) has been deduced using the force balance in
the tangential direction. Eqn (2) means there is no equilibrium
in the normal direction, which is justified only for the case of a
completely rigid substrate, and is not true for the case of a soft
deformable substrate.

According to Fig. 4, the complete wetting case corresponds
to a situation in which none of the forces can be compensated
in the tangential direction at any contact angle, that is, if
gsv 4 gsl + g. A partial wetting case according to eqn (1)
corresponds to 0 o cos yNY o 1, and finally, a non-wetting
case corresponds to �1 o cos yNY o 0. That is, eqn (1) reduces
complete wettability, partial wettability, and non-wettability
cases to the determination of three interfacial tensions, gsl,
gsv, and g. Everything appears to be easy and straightforward.
Unfortunately, however, as we can see below, the situation is far
more complex. First, is it possible to measure all three inter-
facial tensions gsl, gsv, and g? There are a number of experi-
mental methods for the measurements of liquid–vapour
interfacial tension, g (see for example ref. 7). Unfortunately, it
is still impossible to directly measure gsl and gsv interfacial
tensions. However, when applying Neumann–Young’s rule (1),
the situation is much worse. Recall that the pressure inside a
spherical droplet (Fig. 4) is higher than the outside pressure.
This difference shown below is referred to as excess equili-
brium pressure,

Pe ¼ Pout � Pin ¼ �
g
<o 0 (2)

How many equilibrium states can a thermodynamic system
have? The answer is one equilibrium (or quasi-equilibrium)
state, or in certain cases, two or more separated from each
other by potential barriers. According to eqn (1) the equilibrium
contact angle does not depend on the droplet volume, and
hence there is an infinite continuous set of equilibrium states
that are not separated from each other by a potential barrier:
Neumann–Young’s equation does not specify the equilibrium
volume of the droplet, V, or the excess pressure inside the drop,

Pe, which can be any negative value. Both the volume of the
droplet and the excess pressure can be arbitrary. The latter
indicates that both the volume of the droplet and the pressure
inside are not specified according to eqn (1): a droplet of any
volume and pressure can be at equilibrium. This means the
Neumann–Young equation in (1) is in drastic contradiction
with thermodynamics. However, the error is definitely not in
the derivation, which means we should return to the basics.
At equilibrium, the following three conditions should hold:2

(a) The liquid in the droplet must be at equilibrium with its
own vapour;

(b) the liquid in the droplet must be at equilibrium with the
solid; and

(c) the vapour must be at equilibrium with the solid
substrate.

The first requirement (a) results in equality of the chemical
potentials of the molecules in the vapour and inside the
droplet, which results in the following Kelvin equation for the
excess pressure, Pe, inside the droplet:

Pe ¼
RT

vm
ln
ps

p
(3)

where vm is the molar volume of the liquid, ps is the pressure of
the saturated vapour at temperature T, R is the gas constant
(which should not be confused with the radius of the drop
base), and p is the vapour pressure at equilibrium with the
liquid droplet. Eqn (3) determines the unique equilibrium of
excess pressure Pe, and hence, according to eqn (2), the unique
radius of the droplet (Fig. 4). We should recall here that
the excess pressure inside the drop, Pe, is always negative (the
pressure inside the droplet is larger than the pressure in the
ambient air). This means that the right-hand side in eqn (3)
should also be negative; however, the latter is possible only
if p 4 ps, that is, the droplets can only be at equilibrium with an
oversaturated vapour. This is a significant problem because the
equilibration process continues for hours, and it is necessary to
keep an oversaturated vapour over a solid substrate under
investigation for a lengthy period of time with enormously
high precision.8 To the best of our knowledge, the latter is
still beyond our experimental capabilities, which means it is
difficult (if possible) to investigate experimentally the equili-
brium of droplets on a solid substrate.

The main conclusion is that none of the droplets deposited
on a solid substrate are at equilibrium with the surroundings
under a saturated vapour, and are hence always in a state of
evaporation, which is why droplet evaporation has attracted so
much attention. Before starting a discussion on evaporation, it
is important to understand the different stages of evaporation,
and thus a brief introduction of the contact angle hysteresis is
provided below.

2.2. Hysteresis of contact angle on smooth homogeneous
solid surfaces through disjoining/conjoining pressure

The static hysteresis of the contact angle is usually attributed
to the surface roughness and/or chemical heterogeneity. The
traditional view of hysteresis based on chemical/topological

Fig. 4 Interfacial tensions at three-phase contact line. Here, < is the
radius of the droplet base, and < is the radius of the droplet. The droplet is
sufficiently small, and the gravity can be neglected.
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heterogeneities was discussed by Bonn et al.4 Although these
properties of a solid substrate contribute substantially to
the contact angle hysteresis, they are not the single reason.
Convincing evidence of the presence of contact angle hysteresis even
on a smooth homogeneous surface has been presented.10–14 The
most obvious example observed experimentally is the hysteresis
of a liquid meniscus located in a thin free liquid film.15–18 In
this case, it is impossible to explain the hysteresis phenomenon
through the presence of roughness and/or heterogeneity of
the surface.

A theory of contact angle hysteresis of liquid droplets on
smooth homogeneous solid surfaces was developed based on
the surface forces and quasi-equilibrium phenomena9,19 within
the vicinity of the three-phase contact line. The developed theory
was applied for calculations of the contact angle hysteresis in a
capillary meniscus and droplet.20,21 Contact angle hysteresis on
a smooth homogeneous substrate appears in the case of partial
wetting, where a disjoining/conjoining pressure isotherm has
a characteristic s-shape as a result of a combination of the
following:22

(1) The electrostatic component is caused through the
formation of surface charges and an overlapping of electrical
double layers, i.e.,

PE ¼ RTc0 expðjÞ þ expð�jÞð Þ � 2RTc0 �
RTð Þ2ee0
2F2

@j
@y

� �2

;

(4)

where R, T, F, e, and e0 are a universal gas constant, temperature
in K, Faraday’s constant, the dielectric constant of water, and the
dielectric constant of a vacuum, respectively; c0 is the electrolyte
concentration; and y and j are the coordinates normal to the
liquid–air interface and the dimensionless electric potential in
F/RT units, respectively.

The electric potential j in eqn (1) is related to the surface
charge density s as22

sh ¼ ee0
RT

F

@j
@y

� �
y¼h

(5)

for the liquid–vapour interface, and

ss ¼ �ee0
RT

F

@j
@y

� �
y¼0

(6)

for the solid–liquid interface.
(2) The structural component is caused by a water molecule

dipole orientation within the vicinity of the interfaces, and
an overlapping of these structured layers. This component
is presented as a combination of short- and long-range
interactions:23

PS = K1 exp(�h/l1) + K2 exp(�h/l2) (7)

where K1 and K2, and l1 and l2, are parameters related to
the magnitude and characteristic length of the structural
forces, respectively. The indexes 1 and 2 correspond to the
short- and long-range structural interactions, respectively.

Currently, all latter four constants should be extracted from
the experimental data.

(3) The molecular or van der Waals component is22

PMðhÞ ¼
A

6ph3
(8)

where A = �AH and AH are the Hamaker constants. Note that the
importance of the van der Waals component is usually grossly
exaggerated in the literature. However, also note that with
PM(h) - N at h - 0, the disjoining/conjoining pressure is a
macroscopic value, which is valid only for a h c molecular
dimension. Under the latter condition, other components of
the disjoining/conjoining pressure become equally or even
more important than the van der Waals component in the case
of an aqueous solution.

The resulting disjoining/conjoining pressure isotherm is20–22

P(h) = PM(h) + PE(h) + PS(h). (9)

A schematic presentation of two possible shapes of
disjoining/conjoining pressure isotherms is given in Fig. 5.
Curve 1 in Fig. 5 corresponds to a complete wetting case,
whereas curve 2 corresponds to a partial wetting case. Hysteresis
occurs when three (in the case of a capillary meniscus) or four
(in the case of droplets) intersections of a straight line for
pressure Pe (see Fig. 5) with a disjoining/conjoining pressure
isotherm are observed, which is only possible for a partial
wetting case (isotherm 2 in Fig. 5). Film thicknesses hb corre-
sponds to a metastable equilibrium thickness, whereas hu and
huu correspond to unstable thicknesses; only he corresponds to
a thermodynamically stable equilibrium thickness of a flat
liquid film.20,21

It was demonstrated in ref. 20 and 21 that all equilibrium
and static advancing/receding contact angles can be calcu-
lated using disjoining/conjoining pressure isotherms (see the

Fig. 5 Schematic presentation of disjoining/conjoining pressure iso-
therms: (1) complete and (2) partial wetting cases. Here, he, hu, huu, and
hb are the thicknesses of stable, unstable, unstable, and metastable wetting
films, respectively. Reproduced from ref. 20 with permission from
IOPscience, copyright 2009.
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qualitative explanation of the results presented in ref. 20
and 21) in Fig. 6.

When the pressure in a bulk liquid increases, the interfacial
profile of the droplet or meniscus compensates for the excess
pressure at the expense of the curvature change, and thus the
contact angle also increases. Under these conditions, a macro-
scopic movement of the liquid profile is not observed; however,
the profile moves microscopically. This process can continue
over a long period of time if the evaporation/condensation effects
are negligible. At the moment a critical value of the liquid
pressure or contact angle yad is achieved, the meniscus or droplet
starts moving macroscopically. If the pressure under the liquid
profile is decreased, a similar phenomenon occurs: The profile

does not recede until reaching a critical pressure, and the
corresponding critical contact angle, yr, is achieved. Therefore,
within the range of yr o y o ya, the profile is macroscopically
immobile, and only microscopic movement occurs.

If the pressure in a liquid is increased, the profile incline
becomes steeper near the critical point9 in the transition zone
(Fig. 6a and c). In the thin film region, flow zone 3 exists where
the viscous resistance is very high and the profile moves
very slowly. Under a certain pressure, the liquid profile slope
reaches a value of p/2 at the critical point; the flow expands
gradually to a thick b-film region, and a fast caterpillar motion
begins (Fig. 6a and c).9

If the pressure in the bulk liquid is decreased, the slope of
the liquid profile in the transition zone within the vicinity of a
critical marked point (Fig. 6b and d) becomes more flat. As in
the previous case of advancement, a flow zone with high
viscous resistance is observed in the thin film region (Fig. 6b
and d) where the droplet or meniscus moves very slowly. When
the critical pressure is reached, the discontinuous character-
istic of the profile should be expected near the critical marked
point; however, this profile behaviour is clearly impossible. As a
result, profile sliding over a thick b-film is observed.9 The
presence of a thick b-film behind the receding meniscus of
an aqueous solution in quartz capillaries was investigated
experimentally.23–25 This experimental fact agrees with conclusions
following from the theory of static contact angle hysteresis on a
smooth, homogeneous substrate.9

In spite of some qualitative experiments confirming this
possibility, a precise calculation of all mentioned angles is
currently impossible at the current state of science. There is
only a limited range of flat liquid films22 where the disjoining/
conjoining pressure can be measured: (i) only within P(h) 4 0
(under-saturation), and (ii) in flat films satisfying the stability
condition, P 0(h) o 0. For the thickness range of P(h) o 0
(which corresponds to an over-saturation), and P0(h) 4 0 for
unstable flat films, there are no currently experimental methods
available. Moreover, inside the transition zone (where both capillary
and surface forces are equally important) the liquid profile is not
flat at all. There have been limited studies taking this into account.
Next, the surfaces considered in ref. 20 and 21 are ideal, without
roughness, which is frequently not the case in real situations. There
has not been a single attempt at considering either the equilibrium
or hysteresis contact angles when taking into account the
disjoining/conjoining pressure on a rough surface.

2.3. Spread of viscous droplets

The dynamics of the spreading/evaporation process of
liquid drops is an important topic of interest because it plays
a crucial role in many industrial and material operations.
A few such applications, including printing, painting, coating,
lubrication, and spraying, have been reviewed.25 One of the
main problems in these applications remains the precise
control of all relevant parameters for the droplet spreading/
evaporation processes. The substrate temperature and evapora-
tion rate are examples of such parameters that strongly modify
the spreading/evaporation dynamics.26,27

Fig. 6 Transformation of the liquid profile of a capillary meniscus (a and b)
and droplet (c and d) under advancing (a and c) and receding (b and d)
conditions. (1) Spherical meniscus or droplet; (2) transition zone with a
critical marked point (see the explanation in the text); (3) flow zone, and (4)
flat film. (a and c) Close to the marked point, the dashed line shows the
profile of the transition zone just after the contact angle reaches the
critical static advancing value, yad, at the beginning of the advancement
through a caterpillar motion mechanism. (b and d) Close to the marked
point, the dashed line shows the profile of the transition zone just after the
contact angle reaches the critical static receding value, yr, at the beginning
of the sliding motion of a bulk liquid over a thick film.
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For viscous spreading of small droplets, the hydrodynamic
theory predicts that the initial dynamic wetting is driven by the
capillarity and is opposed by the viscous dissipation in the
liquid wedge-like region near the contact line. By balancing
the capillary and viscous forces, the radius r of the spreading
drops (in the case of complete wetting) in scale over time t
according to the following power law, which is known as
Tanner’s law,28 is r(t) = R(gt/mR)n, where n = 1/10, R is the drop
radius, and m is the dynamic viscosity. This law can be simply
obtained by considering that the shape of the drop is a thin
spherical cap, and that the dynamic contact angle yD is related
to the contact line velocity using the Cox–Voinov relationship29

of yD
3 = Ca. Moreover, Tanner’s law predicts the long-term

spreading, and does not apply for short periods of time.
As the wetting radius of the droplet grows beyond the

capillary length (for centimetre-sized drops), gravity becomes
the dominant spreading force, and the shape of the drop
becomes pancake-like, curved only at the drop rim, yielding a
spreading exponent n = 1/8 when the bulk phase fluid dissipa-
tion dominates, or n = 1/7 when the contact line fluid dissipa-
tion dominates.30 A crossover between n = 1/10 and 1/8 was
reported in experiments conducted by Cazabat and Stuart,31

whereas Ehrhard32 found a crossover from 1/10 to 1/7. For
liquids with different viscosities, Duvivier et al.33 estimated the
coefficient of contact line friction based on the molecular
kinetic theory, by fitting the experimental spreading radius
r(t) for drops with different viscosities. In their experiment,
the authors showed that the contact-line friction of the liquid–
air interface versus the glass is proportional to the viscosity, and
is exponentially dependent on the adhesion. A departure from
Tanner’s law was reported by de Ruijter et al.,34 and was
attributed to a change in the physical mechanism through
which the contact line advances across the solid surface. It
was also shown that several kinetic regimes associated with
different dissipation channels have to be considered, although
they have a dominant effect on the kinetics of the wetting
process at different time scales. Most studies have focused on
understanding the factors (viscosity, density, surface tension,
drop volume, and surface wettability) that affect the spreading
dynamics of pure liquids. Such studies have been described in
the literature based on the hydrodynamic theory.29,35 However,
few experimental or theoretical studies have attempted to
investigate the effects of the evaporation rate on the spreading
dynamics of a volatile liquid. Ajaev et al.36 found a deviation
from Tanner’s law when the interface shape changes rapidly in
response to rapid changes in the heater temperature. In their
work, the evaporation rate was modified by heating the sub-
strate, whereas in our work, we changed the relative humidity,
which is one of the easiest parameters to control.

3. Heat and mass transfer
3.1. Evaporation under complete or partial wetting

The spreading/evaporation kinetics is influenced considerably
by the presence of contact angle hysteresis in the case of partial

wetting. The spreading/evaporation kinetics and spreading/
imbibition process of a droplet over a porous surface are
remarkably similar. Both processes can be subdivided into
three subsequent stages in a partial wetting case (Fig. 7a):37

stage (1), where a fast spreading of the droplet occurs until its
base radius expands, and the contact angle decreases to a static
advancing contact angle; stage (2), where a constant radius of
the contact line (at its maximum value) occurs while the contact
angle decreases from a static advancement to a static receding
contact angle; and stage (3), where a shrinkage of the droplet
base takes place at a fixed static receding contact angle until a
complete disappearance occurs. The main characteristic of
partial wetting is the contact angle hysteresis, which results
in the occurrence of stage 2, when the droplet edge is pinned.
However, no hysteresis appears with complete wetting; there-
fore, stage 2 of partial wetting is absent in the complete wetting
behaviour (Fig. 7b), and there are only two stages of spreading/
evaporation or spreading/imbibition over a porous substrate.37

3.2. Dependence of the evaporation flux on the droplet size

Theoretical and computer simulation studies37–43 have given the
following equation for the evaporation rate of a sessile droplet:

dV

dt
¼ �bFðyÞL; (10)

where, according to,43

b ¼ 2p
DM

r
c Tsurfð Þ �Hc T1ð Þð Þ; (11)

or simply,

dVðtÞ
dt
¼ �aLðtÞ; a ¼ bFðyÞ; (12)

where V is the droplet volume; t is time; D, r, and M are the
vapour diffusivity in the air, density of the liquid, and the molar

Fig. 7 Simultaneous spreading and evaporation of a droplet (or spreading
over a porous surface): (a) partial wetting case: three stages. Here, Lad is the
maximum radius of the droplet base, yad is the advancing contact angle, tad

is the time when yad is reached, yr is the receding contact angle, tr is the
time when yr is reached, and t* is the time when the droplet completely
disappears (evaporates or penetrates into the porous substrates). (b) Complete
wetting case: there are two stages. Here, Lm is the maximum value of the
droplet base radius, tm is the time when Lm is reached, ym is the contact
angle at tm, t* is the time when the droplet completely disappears, and yf is
the final contact angle at t*. Note that stage 2 is absent in a complete
wetting case.
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mass, respectively; H is humidity of the ambient air; and Tsurf is
the average temperature of the droplet–air interface:

Tsurf ¼
1

s

ð
S

Tsðs; tÞds: (13)

Here, S is the liquid–air interface, Ts(s,t) is the temperature of
the surface at position s on the interface, and TN is the
temperature of the ambient air. In addition, c(Tsurf) and c(TN)
are the molar concentrations of saturated vapour at the corres-
ponding temperature, and F(y) is a function of contact angle y,
which equals 1 at y = p/2.38

Eqn (8) was deduced for the evaporation model, which takes
into account only the diffusion of the vapour in the surrounding
air. In the case of y independent of L (the first stage of
evaporation), eqn (8) provides an evaporation rate that is directly
proportional to the radius of the droplet base, L.

It has been shown43,44 that the proportionality of the total
evaporation flux, J, to the droplet perimeter has nothing to do
with the distribution of the local evaporation flux, j, over the
droplet surface for sufficiently large droplets (bigger than 1 mm).

Considering the dimensions, it was shown43,44 that the total
flux is J B L, and that the local flux is j B 1/L. Note that these
properties do not depend on the distribution of the local
evaporation flux, j, over the droplet surface. The latter conclu-
sions agree with the previous consideration by Cazabat et al.45

Note that these properties are valid only in the case of diffusion-
controlled evaporation, that is, for droplets of greater than 1 mm.

3.3. Thermal phenomena during evaporation

Experiments by David et al.46 showed that the temperature in
the bulk of a sessile evaporating droplet substantially depends
on the thermal properties of the substrate and the rate of
evaporation. Their measurements46 proved that the tempera-
ture of an evaporating droplet is different from the ambient
temperature and almost constant in the course of the evapora-
tion. In ref. 47, the dependence of the total vapour flux, J, on the
radius of the droplet base, L, and the contact angle, y, was
investigated using numerical simulations. All calculations were
performed with effects of both the local heat of vaporisation
(LHV) and the Marangoni convection (MC) included. The results
were obtained for substrates made of materials with various
thermal conductivities, and compared to those calculated for the
isothermal cases by Hu and Larson44 and Schonfeld et al.48 In
the case of a highly heat-conductive solid support (copper), the
difference between the present simulations and the results from
ref. 44 and 48 for an isothermal case do not exceed 3%.47 The
latter is because of a small temperature change at the droplet
surface, which is close to the isothermal conditions. However, if
other materials are used with lower heat conductivity (down
to the heat conductivity of air), then the evaporation flux is
substantially reduced as compared with the isothermal case.47

Such a flux reduction is connected to the noticeable temperature
decrease of the droplet surface.

In ref. 47, the mean temperature of the droplet surface Tsurf

(eqn (13)) was introduced, where S is the surface area of the
evaporating droplet. The dimensionless total flux J/Jp/2(L,Tsurf)

was plotted in ref. 47, where Jp/2 is the total flux when the
contact angle is equal to p/2. All calculated total fluxes47 for all
substrates decrease to a single universal dependence of the total
vapour flux, J, versus contact angle, y. This universal dependency
coincides with the dependency for the isothermal case if Tsurf is
used as the temperature of the droplet–air interface. The latter
shows that the variation in surface temperature is the major
phenomenon influencing the evaporation rate (Fig. 8 and 9).
Note that Jp/2 in Fig. 8 was calculated by taking the temperature
of the droplet surface as equal to the temperature of the
substrate, Tsubstr = TN + 5 K, whereas in Fig. 9 the average
temperature, Tsurf, was used instead.

The heat and mass transfer at a droplet impinging on a hot
wall were investigated experimentally and numerically.49 These
experiments were conducted using refrigerant FC-72 within
a saturated vapour atmosphere. The droplet dynamics and
heater temperature very close to the solid–fluid interface were
captured using high spatial and temporal resolutions. The
boundary conditions for the numerical simulations were chosen
according to the experiments. The simulations accounted for

Fig. 8 Rescaled dependence of the total vapour flux from the droplet
surface, J, on contact angle y, where L = 1 mm. Both the latent heat of
vaporisation and the Marangoni convection were taken into account.
Reproduced from ref. 47 with permission from Elsevier, copyright 2007.

Fig. 9 Universal behaviour: rescaled dependence of the total vapour flux
from the droplet surface, J, on the contact angle y, where L = 1 mm. Both
LHV and MC are taken into account. All points from Fig. 5 are on the
universal isothermal curve (similar to Fig. 8), and are indistinguishable,
when Tsurf is used as the temperature of the droplet–air interface.
Reproduced from ref. 47 with permission from Elsevier, copyright 2007.
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the complex two-phase flow including the evaporative mass
transfer. Special attention was given to the local heat and mass
transfer close to the moving three-phase contact line. The
numerical and experimental results were compared to give
insight into the basic heat transport mechanisms occurring
during a drop impact, and to quantify their relevance for the
overall heat transfer. It turns out that the convective heat
transfer is dominant during the initial stage of the impact
corresponding to the droplet spreading, whereas at the final
stage of impact, corresponding to evaporation of a sessile
droplet, a considerable part of the total heat transfer occurs
within the direct vicinity of the three-phase contact line. The
heat transfer during a single droplet impingement onto a hot
wall has also been analysed.49 The developed numerical model
also accounts for the thermal effects occurring at the moving
three-phase contact line. The results of the numerical calcula-
tions were compared with the experiments, and were found to
be in good agreement. The heat transfer performance was
found to be substantially different during the different phases
of the drop impingement process. The wall heat transfer was
observed to be the strongest during the spreading phase,
whereas the evaporation took place mainly during the receding
phase. These observations can be attributed to a change in flow
pattern within the droplet during the different phases. A strong
local heat transfer near the three-phase contact line has been
observed in all stages of impact, but is particularly important
when the droplet approaches the sessile situation. The effects
of the Reynolds number on the heat transfer and evaporation
have been investigated systematically using a numerical model.
In the future, the authors49 plan to use larger variations to
identify the influence of other parameters such as the Weber
number or wall superheat.

When using various models of new energy-saving dishwashers,
one annoying aspect occurs: plastic dishes remain wet after the
drying cycle, whereas ceramic dishes or metal cutlery are quite
dry. To begin understanding the different drying behaviours of
different materials, sessile drop evaporation experiments on
substrates with dissimilar thermal conductivities have been
conducted.50 A total of 30 evaporation experiments on pure
water drops of different sizes were conducted and analysed.50 It
was found that the thermal properties of a substrate have a
strong influence on the evaporation time of a sessile droplet.
A numerical model describing the transient heat conduction in
both the drop and substrate, as well as the vapour diffusion
in the gas, was developed, and the numerical predictions of
the drop evolution show a good agreement with the experi-
mental data.50

The effects of the thermal properties of the substrates on the
overall evaporation time of water drops placed on them were
investigated.50 Glass and silicon substrates were used, upon
which a grafted layer of polystyrene was deposited to ensure the
same wettability; the heat capacities of both materials were
demonstrated to be very similar. It was concluded from the
experiments that the higher thermal conductivity of silicon
accelerates the drop evaporation by more than 10%. A numerical
model describing the transient heat conduction in a droplet and

substrate, as well as vapour diffusion in the gas, was developed.
It was shown that the transient heat transport governs the
evolution of the local temperature distribution at the liquid–
gas interface, and therefore the evaporation rate. The numerical
simulations agree well with the experimental results of the
evaporation rate.50

In ref. 51, experimental and theoretical investigations of a
water drop impacting an electrospun polymer nanofibre mat
deposited on a heated stainless-steel foil were conducted. The
measurements encompass the water spreading over and inside
the mat, as well as the corresponding thermal field. The results
indicate that the presence of polymer nanofibre mats prevents
a receding motion of the drops after their complete spreading,
and promotes the moisture spreading inside the mat over a
large area of the heater, which facilitates a tenfold enhance-
ment of the heat removal as the latent heat during drop
evaporation. Drop spreading after impact on a polymer nano-
fibre mat is almost instantaneously followed by water penetra-
tion into the pores, after which heat is removed from the
underlying hot stainless-steel foil, corresponding to the latent
heat of water evaporation in direct contact with the foil.51 At the
first stage of cooling, the heat flux is on the order of up to
0.3 kW cm�2, which is a general characteristic of spray cooling.
During the second stage, heat is removed through conduction
along the foil toward the cold central spot, which appears
at stage 1, and only then is used for water evaporation. The
drop imbibition and evaporation introduce a limiting stage
that prolongs the drop evaporation process to several tens of
seconds, and diminishes the overall heat flux. It is expected
that the limiting stage can be significantly shortened with
highly conductive metal nanofibres instead of the polymer
nanofibres used in ref. 51.

3.4. Modelling of convective transport

The vapour distribution around a sessile droplet was recently
studied using experimental52 and numerical53,54 approaches
for purely diffusive evaporation. Kelly-Zion et al.52 have recently
shown using infrared spectroscopy and computed tomography
that the vapour emitted by sessile drops at room temperature
behaves differently compared to the commonly accepted diffusion-
limited model. Models taking into account convection have
been developed to predict the evaporation time and obtain the
best reagent concentration for combustion.55–57 The most
commonly used model, the Spalding evaporation model, takes
into account convection using the calculation of mass and heat
balance separately during each phase at the interface.58 This
model is based on numerous assumptions (an isothermal
spherical droplet, a quasi-steady gas boundary, vapour–liquid
phase equilibrium at the interface, the air and vapour behaving
like a perfect gas, and the use of Fick’s law of diffusion) that are
similar to the purely diffusive model used in this study. This
model, based on the Spalding mass number, slightly over predicts
the evaporation rate of droplets evaporating under reduced gravity
conditions i.e., for purely diffusive evaporation.70 For this
reason, a purely diffusive model has been chosen as the basis
of our empirical model.
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New models that are able to correctly predict diffusive and
convective evaporation are emerging,59,69 although their
use has been limited to peculiar fluids. Therefore, the aim
of this article is to determine the limits of purely diffusive
models and to develop, based on numerous experiments,
an empirical model that accurately describes the evaporation
rate of a sessile droplet on a heated substrate, regardless of
the temperature or type of fluid. The atmospheric contribu-
tion to sessile droplet evaporation will also be investigated
numerically.

3.5. Simultaneous spreading and evaporation in the case of
complete wetting

In the case of complete wetting, the droplets spread out
completely over a solid substrate, and the contact angle
decreases to zero. Lee et al.60 considered the process of
simultaneous spreading and evaporation of sessile droplets in
the case of complete wetting. To model the spreading, they
considered Stokes equations under a low slope approximation.60

The total evaporation flux, J, was used according to eqn (10).
The entire process of spreading/evaporation was divided into
two stages: (i) an initial short but fast spreading stage, when the
evaporation can be neglected, and the droplet volume, V, is
approximately constant; and (ii) a second (stage 3 in Fig. 7)
slower stage, when the spreading process is almost over, the
contact angle is approximately constant, and the evolution is
determined mostly based on the evaporation.

In the case of complete wetting, the contact angles are
sufficiently small (less than 201), and function F(y)38 varies
from 0.64 to 0.68. That is, according to the previous study, a can
be considered a constant with a good degree of approximation.

Solution of the deduced system of equations in non-dimensional
form gives a universal law of the process of simultaneous spreading
and evaporation for the case of complete wetting, which is
confirmed through experimental data from various sources60

(Fig. 10 and 11).

3.6. Simultaneous spreading and evaporation in the case of
partial wetting

As we mentioned above for the case of partial wetting, the
contact angle hysteresis is the most important feature: in the
presence of contact angle hysteresis, the evaporation of a
sessile droplet in a non-saturated vapour atmosphere goes
through four consequent stages (Fig. 7a). Only the two longest
stages, 2 and 3, are considered below, and are referred to as
stages I and II.

A detailed study of stages I and II for a pure liquid was
previous conducted in ref. 61, where it was assumed that during
both stages of evaporation the droplet retains a spherical shape.
During both stages of evaporation, the mass conservation law
has the form given by eqn (8), where parameter b does not
depend on the age of the droplet, as described in ref. 61, and
hence remains constant. The methods for calculating parameter
b, provided in ref. 61, are as follows:
� The first stage of evaporation (stage 2 in Fig. 7a): during

this stage of evaporation, the radius of the contact line remains
constant and is equal to Lad (Fig. 7a). The equation deduced in
ref. 61 represents a unique curve describing the first stage of
evaporation. A comparison of the presented theory with the
available experimental data from various sources is presented
in Fig. 12, and shows a very good agreement between the theory
prediction and experimental data.
� The second stage of evaporation (stage 3 in Fig. 7a): during

this stage, the contact angle remains constant but the radius
of the contact line decreases. The equation deduced in ref. 61
represents a unique curve describing the second stage of
evaporation (Fig. 13).

3.7. Evaporation of micro-droplets of pure liquids

For all previous considerations, only a diffusion model of
evaporation was taken into account: the kinetic effects at the
liquid–gas interface (Hertz–Knudsen–Langmuir equation), the
dependency of the vapour pressure on the droplet curvature,
and the Stefan flow were all neglected. It was shown in ref. 62
and 63 that the influences of these phenomena are negligible if
the size of an aqueous droplet is bigger than 1 mm. However, for
smaller droplets, these phenomena become important.

Fig. 10 Dependency of a reduced radius of the droplet base, L/L0, against
reduced time, t/t0, calculated according to ref. 34 for a comparison of
different liquids spreading/evaporating on a solid substrate. Experimental
data extracted from various sources:34

~ octane; & water; m silicon Oil
(3 mL); � silicon oil (0.5 mL); and theoretical prediction. Reproduced from
ref. 60 with permission from Elsevier, copyright 2011.

Fig. 11 A reduced contact angle y/ym, where ym is the contact angle
when the droplet base radius reaches the maximum value, against reduced
time t/t0 calculated according to the theory presented in ref. 60 and
experimental data from various sources. Reproduced from ref. 60 with
permission from Elsevier, copyright 2011.
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Computer simulations of the evaporation of small sessile
water droplets were conducted in ref. 62 and 63. The adopted
model62,63 combines diffusive and extra models of evaporation,
as mentioned above. The effects of latent heat of vaporisation,
thermal Marangoni convection, and Stefan flow in the surrounding
gas were also taken into account. The investigated system was
an aqueous droplet on a heat conductive substrate (copper)
in air.62,63 The modelling results allowed estimating the char-
acteristic droplet sizes when each of the above mentioned
phenomena become important or can be neglected. Note that
ref. 62 and 63 were the first papers focusing on this area, and
only a qualitative, and not quantitative, influence of the droplet
size on evaporation was considered. That is, a number of extra
phenomena, for example, non-uniformity of the mass accom-
modation coefficient, were not considered.

The model used in ref. 62 and 63 is valid only for a droplet
size of larger than the radius of the surface forces, which is
around 10�7 m = 0.1 mm. That is, the data presented in ref. 62
and 63 for a droplet size of smaller than 10�7 m are used only to
show the specific trend. The results obtained in ref. 62 and 63
can be summarised as follows (Fig. 14): (i) deviation of the

saturated vapour pressure caused by the droplet curvature
(Kelvin’s equation) can be neglected when the radius of the
droplet base, L, is larger than 10�7 m, (ii) a deviation from the
pure diffusion model of evaporation can be neglected for a
droplet size of bigger than 10�6 m, and deviations from the
diffusion model become noticeable only if the droplet size is
less than 10�6 m. These deviations are caused by an increasing
influence of the kinetic effects at the liquid–gas interface
(Hertz–Knudsen–Langmuir equation), and this theory should
be applied along with the diffusion equation of vapour in air if
the droplet size is less than 10�6 m.

The latter conclusions show that a consideration of the
evaporation of microdroplets with a size of less than 10�7 m
in terms of both the deviation of the saturated vapour pressure
caused by the droplet curvature and the kinetic effects should
be included.

The latent heat of vaporisation results in a temperature
decrease at the surface of the droplet. For this reason, the
evaporation rate is reduced. This effect is more pronounced in
the case of diffusion-limited evaporation (L 4 10�5 m), when the
vapour pressure at the droplet surface is saturated and determined
by the local temperature. The effect of Marangoni convection in
aqueous droplets is negligible for droplets of size L o 10�5 m.
For the system considered above, the Stefan flow effect appeared
to be weaker than the effect of thermal Marangoni convection for
L 4 10�4 m, but stronger for L o 10�4 m. However, in all cases,
its influence is small and can be neglected. The model presented
in ref. 38 and 39 can be applied for evaporation of any other pure
simple liquid, and not aqueous droplets only.

According to the model of diffusion for limited evaporation,
the evaporation flux, Jc,i, must be linearly proportional to the

Fig. 13 Second stage of evaporation. Dependence of dimensionless
radius of the contact line, c, on dimensionless time, �t.61 Experimental
point from various literature sources. Reproduced from ref. 61 with
permission from Elsevier, copyright 2008.

Fig. 14 Dependence of total molar evaporation flux, Jc,i, on aqueous
droplet size, L, for isothermal model of evaporation. The parameters used
are y = 901, and a relative air humidity of 70%. Note: the results for
L o 10�7 m do not have any physical meaning because additional surface
forces must be included in the model. These points are shown to
demonstrate the trends of the curves, which were redrawn from ref. 63.
Reproduced from ref. 63 with permission from Springer, copyright 2011.

Fig. 12 First stage of evaporation according to equation in ref. 61. Depen-
dence of contact angle, y, on dimensionless time, ~t.61 Experimental point
from various literature sources. Reproduced from ref. 61 with permission
from Elsevier, copyright 2008.
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droplet size, L, that is, Jc,i B L. The latter is in agreement with
the data presented in Fig. 14 for droplets larger than 10�6 m.
However, for a pure kinetic model of evaporation (no vapour
diffusion or uniform vapour pressure in the gas), flux Jc,i is
supposed to be proportional to the area of the droplet’s surface,
that is, in the case of pinned droplets (constant contact area)
Jc,i B L2 should be satisfied. To check the validity of the latter
models for various droplet sizes, it was assumed in ref. 62 and
63 that the dependency of the evaporation flux on the droplet
radius has the following form: Jc,i B A(y)�Ln, where n is the
exponent to be extracted from the computer simulation
results,62,63 and A is a function of the contact angle, y.

The calculated values of n are presented in Fig. 15. This figure
shows that exponent n, as expected, is equal to 1 for a pure diffusive
isothermal model of evaporation within the whole studied range of
L values (diamonds in Fig. 15). Fig. 15 shows that the diffusion
model of evaporation dominates for droplets with a size of
larger than 10�5 m, that is, for droplets bigger than 10 mm when
both the effects of the kinetics and Kelvin’s equation are taken
into account along with pure diffusion.

Considering only the kinetic effects along with the diffusion,
and ignoring the Kelvin equation (triangles in Fig. 15), results
in a smooth transition from linear dependence Jc,i B L, that is,
n = 1 (diffusive model), to quadratic dependence Jc,i B L2, that
is, n = 2 (kinetic model), as the size of the droplet decreases to
L = 10�9 m (see Fig. 15). The latter indicates that Jc,i tends to be
proportional to L2 as the size of the droplet decreases, which
means that the evaporation flux becomes proportional to the
area of the liquid–gas interface. However, the influence of the
curvature (Kelvin’s equation) on the saturated vapour pressure

results in a substantially lower exponent n as compared with
kinetic theory (Fig. 15). Note that the latter occurs only for a
droplet completely within the range of surface forces, that is,
less than 10�7 m.9 Below this limit, the droplet no longer has a
spherical cap shape even on the top (micro-droplets according
to ref. 9). The evaporation process in the latter case should
be substantially different from that considered above. Thus,
the range of sizes of less than 10�7 m is not covered by the
presented theory.

4. Flow instabilities

Patterns related to the flow structure in a sessile droplet and its
surrounding air–vapour environment may reveal the leading
mechanisms driving the various instabilities observed and
explain the dynamical regimes that take place in the course
of evaporation. Therefore, this chapter presents some state-of-
the-art methods and algorithms that can help us better under-
stand the various flow instabilities observed in the evaporation
of sessile droplets. Although it is clearly a transient pheno-
menon, we use for the first time a frozen-time technique
associated with a one-sided model to study the flow structure
sensitivity of the evaporation rate in order to study its related
bifurcation diagram. Then, a two-sided and unsteady model is
used to investigate highly nonlinear regimes associated with
high evaporation rates. The approaches we followed in this
study are first presented, and the results and their limits
obtained are then discussed. It turns out that physically refined
models can be used to reproduce and investigate most of the
triggering mechanisms of the flow instabilities that take place
during the evaporation process of a sessile droplet.

The effects of fluid flows that develop during the evapora-
tion process of a sessile droplet deposited on a substrate were
investigated because they play an important role in the related
dynamics of the entire evaporation process. At least three main
mechanisms drive the fluid flow in this process under earth
conditions: (i) drainage in the droplet, (ii) buoyancy during the
liquid and vapour phases, and (iii) thermo-capillary forces,
which may induce a fluid flow in the liquid or vapour phase,
or in both phases. Owing to its spherical-cap shape, the
evaporation rate in a sessile droplet deposited on a heated
substrate is predominant within the vicinity of its contact line
for contact angles of lower than 90. This induces drainage from
the droplet centre toward its periphery, resulting in a radial
flow (Stefan flow) as long as the contact line is pinned to the
substrate.64–67 Outside the droplet, vapour diffusion toward the
surrounding air unavoidably induces gradients in the vapour
concentration, which under gravity conditions results in solutal
buoyancy in the vapour phase. Moreover, because evaporation
is in essence an endothermic process, thermal gradients also
appear in both the liquid and vapour phases, and thus thermal
buoyancy also takes place in both fluid phases. Finally, thermal
gradients, and most likely solutal gradients (for binary and
multicomponent liquids), appear along the liquid–vapour inter-
face, inducing surface-tension gradients that can drive the flow

Fig. 15 Exponent n for the dependence Jc,i B A(y)�Ln for the isothermal
model of evaporation. The parameters used are y = 901, and relative air
humidity of 70%. Note that results for L o 10�7 m do not have physical
meaning because surface forces must be included in the model here.
These points are shown to demonstrate the trends of the curves, which
were redrawn from ref. 63. Reproduced from ref. 63 with permission from
Springer, copyright 2011.
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in both phases and become the prevailing driving mechanism
under micro-gravity conditions.

Therefore, the dynamics of an evaporating sessile drop
result from the competition between these three driving
mechanisms, whose ratio continuously evolves in the course
of the droplet evaporation process as the geometry accordingly
changes. For droplet diameters of up to a few millimetres, the
thermo-capillary force commonly dominates the buoyancy
(Bd { 1), and the resulting thermo-convective flow is at least
one order of magnitude greater than that resulting from
drainage alone (Stefan flow). Moreover, the flow structure is
also very different in these two cases: it is organized into torus
roll(s) in the former case, and is a purely radial flow in the
latter.66,67 Furthermore, at high evaporation rates, this thermo-
convective torus fluid flow is prone to instability, and fully
three-dimensional structures appear and can form hydro-
thermal waves.68,77,79,80 Fig. 16 shows infrared snapshots taken
from above at four moments of evaporation (at 10% increments
of the total evaporation time, starting from the beginning on
the left) for ethanol (upper row) and FC-72 (lower row) droplets
deposited on a heated substrate.

These snapshots show that complex dynamical flow struc-
tures develop in a very different way, depending on the evapora-
tion conditions. For the case of ethanol (Fig. 16, upper row), the
fluid flow seems to develop first as a torus roll located close to
the outer ring of the droplet, and this torus is then destabilized
into cells, whose azimuthal wavelength decreases with time.
For the case of FC-72 (Fig. 16, lower row), which evaporates at a
much higher rate than ethanol because it is a much more
volatile liquid in air, the outer torus roll seems to persist for a
while, and a chaotic cell pattern meanwhile develops from the
very early evaporation times and invades the whole central part
of the liquid droplet.

In addition to several very convincing sessile droplet experi-
ments, which display quite complex instability routes, linear
and nonlinear stability analyses of the evaporating plane of
liquid layers have recently been undertaken.82,83 However,
the authors used a different flow structure of the base state
resulting from geometrically different configurations. That is,

we selected a different way to investigate the stability problem
of thermo-convective flows that take place during the evapora-
tion process of a sessile droplet, as described below. It is
also necessary to take into account both the time-dependent
evolution of the spherical-cap shape of the liquid–vapour inter-
face and the dynamics of the contact line, which are still
unobtainable from most off-the-shelf numerical models and
consequently have yet to be solved to the best of our knowledge.
Thus, alternate directions and simpler configurations can be
considered for a better understanding of the flow stability of a
sessile droplet.

4.1. Relevance of frozen-time approaches

The evaporation process of a sessile droplet is clearly a transient
phenomenon, and usually displays three main stages from a
purely geometrical point of view (Fig. 7a). In the first stage, the
contact line is pinned to the substrate at a constant droplet
diameter, and evaporation proceeds with a decreasing contact
angle, up to the lower limit. When reaching this limit, the
second evaporation stage takes place with a receding contact
line at an approximately constant contact angle, resulting in a
decreasing droplet diameter. Finally, the third stage occurs when
the droplet loses its spherical-cap shape and evolves into a very
thin film as it enters the microscopic scale.

Fortunately, as indicated through experimental observations
(Fig. 16), most of the flow instabilities arise during the first stage,
whereas evaporation proceeds at a constant droplet diameter
and decreasing contact angle. It is also clear that in this first
stage the rate of change of the contact angle with respect to
time is much smaller than the rate of change of any thermal or
fluid-flow perturbations, and thus a quasi-steady-state can be
assumed throughout the first stage for the purposes of a stability
analysis. Moreover, for low evaporation rates, the evaporating
process of a sessile droplet is often controlled based on the
vapour diffusion in the surrounding air outside the droplet.84

With these cases, the duration of this first evaporation stage is
much longer than the vapour diffusion time, and thus here
again a quasi steady-state can be assumed in this stage, and a
one-sided model can also be relevant.82 This is one of the
simplest representative models, and has therefore been used
in most of the present work, and is introduced below.

The simplifying assumptions we have made to derive the physical
model related to the one-sided frozen-time model are as follows
(Fig. 17). Only the substrate and liquid drop are considered, and the

Fig. 16 Infrared images (top views) of two evaporating sessile droplets
deposited on a heated substrate at four times during the evaporation
process. Upper row, ethanol droplet (initial radius of 52.2 mm, substrate
temperature Ts = 46 1C); lower row, FC-72 droplet (initial radius of
53.8 mm, substrate temperature Ts = 51 1C). The images were taken every
100 ms. Reproduced from ref. 77. Reproduced from ref. 77 with permission
from Elsevier, copyright 2011.

Fig. 17 Sketch of one-sided frozen-time evaporation model of a sessile
drop deposited on a heated substrate. Reproduced from ref. 109 with
permission from Elsevier, copyright 2015.
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droplet geometry is fixed (pinned contact line and constant contact
angle). Heat transfer across the liquid–vapour interface is accounted
for in the energy balance throughout the global heat transfer
coefficient, which includes a linearized liquid–vapour phase change
considering a uniform and constant vapour concentration gradient
in the surrounding droplet environment.82 All thermo-physical
properties are assumed to be constant, taken at room temperature,
and the lower wall of the substrate is heated at a constant heat flux.

4.2. Parametric study using one-sided steady-state model

For a better understanding of the various instability mechan-
isms that take place during the evaporation process of a sessile
droplet, we first investigated the influence of the evaporation
rate on the pattern selection for several dynamic Bond numbers
(Bd = Ra/Ma, where Ra and Ma are defined in eqn (14) and (15)),
that is, various ratios of the driving mechanisms.

Ra ¼ gb
na

TS � T1ð ÞLC
3; (14)

Ma ¼ �dg
dT

LDT
ma

; (15)

where g is the gravitational acceleration, b is the volumetric
expansion coefficient, n is the kinematic viscosity, a is the
thermal diffusivity, g is the surface tension, m is the dynamic
viscosity, and LC is the characteristic length.

Keeping in mind that the frozen-time approach can only be
representative of a low evaporation rate in which the dynamics
are low with respect to the time duration of the first evapora-
tion stage, it is nevertheless noteworthy that symmetrical
breaks already occur in such simple cases. As an illustration,
Fig. 18 and 19 show bifurcation diagrams for Bd = 1 and 1/1.75,
respectively, and Pr = 6, plotting in dimensionless variables the
mean droplet velocity, Vmean, versus the applied heat flux at
the substrate lower wall, l. In these two figures, the inserts
represent top views of the isotherms and velocity field over
a droplet-free surface, along with isotherms, streamlines, and

velocity vectors in radial or diametric cross sections. Starting
the continuation from the origin (isothermal motionless dro-
plet in a saturated environment) in both cases, we first proceed
along the fundamental branch. In Fig. 18 (Bd = 1), its slope
increases slowly at first and then rises much more steeply. It then
intersects two secondary branches, and thus two bifurcations
occur in this diagram. The fundamental branch is characterized
by the axisymmetric mode, which displays concentric circular
isotherms in the top view, whereas the cross section reveals that
the liquid flow structure is made up of two concentric torus rolls.
It is noteworthy that these rolls rotate in the same direction
(upward along the free surface) because they are predominantly
oriented based on the Marangoni force for the considered
values of the dynamic Bond number. Therefore, in this fluid
flow configuration, the higher the fluid flow velocity, the higher
the shear stress in between the co-rotating rolls, and thus
instability is very likely to occur and indeed does so as expected.
Fully three-dimensional fluid flow structures appear along the
two bifurcated branches, which exist for relatively high evapora-
tion rates, as shown in the experiments. The two concentric
torus roll structures are replaced by a ring roll in which the
fluid flow organizes itself into asymmetric donut-like structures
to reduce the shear stress.

Fig. 19 shows a comparable behaviour for Bd = 1/1.75,
despite the fact that the flow structure along the bifurcated
branches are slightly different than at Bd = 1, owing to the
stronger influence of the Marangoni force with respect to
buoyancy. In this case, after the first bifurcation of the funda-
mental branch, two cells appear inside the outer torus, which
gather in the bifurcated branch.

Furthermore, it turns out from this parametric study that as
Bd diminishes, the cellular convection overcomes the torus-like
convection within the droplet core region. In addition, the
droplet geometry (wetting angle, and its spherical-cap aspect
ratio) determines the fluid flow pattern (number of structures).
Finally, all asymmetric fluid flow structures encountered on the

Fig. 18 Bifurcation diagram of the one-sided frozen-time evaporation model
of a sessile drop deposited on a heated substrate for Bd = Ra/Ma = 1.
Reproduced from ref. 109 with permission from Elsevier, copyright 2015.

Fig. 19 Bifurcation diagram of the one-sided frozen-time evaporation
model of a sessile drop deposited on a heated substrate for Bd = Ra/
Ma = 1/1.75. Reproduced from ref. 109 with permission from Elsevier,
copyright 2015.
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bifurcated branches are unstable, and thus a transient
solution should occur toward either a stable state or an
unsteady regime.

The one-sided model allows a one-way coupling between the
liquid and gas phases in which a linear behaviour is assumed
in the gas phase around an a priori prescribed base state of
both the heat and mass transfers along with the phase change
itself. Therefore, only nonlinearities that are accounted for
arise during the liquid phase. Despite this quite restrictive
assumption, the outcome of the one-sided parametric study is
that three-dimensional instabilities can be triggered in the
droplet. However, one may wonder whether the instabilities
arising from the gas phase would have greater instability than
those coming from the liquid phase, or if the actual inter-
actions between the liquid and gas phases might not in turn be
more destabilizing. We now address this problem by considering
a two-sided model, which is clearly more suitable to correctly
account for a fluid flow and heat and mass transfers in the
surrounding air and vapour phases. This enables us to investi-
gate highly nonlinear regimes, whereas a full two-way coupling is
now accounted for. Moreover, because the dynamics of an
unstable regime exhibit much shorter time-scales than the
total evaporation time, an unsteady approach is also required.
Therefore, to address such computations with affordable
computational resources and restrained elapsed times, we con-
sidered an axisymmetric two-dimensional two-sided model,
which is presented in the following section.

4.3. Two-sided model to investigate highly nonlinear regimes

Herein, we present two-sided numerical models of evaporating
ethanol drops on heated substrates. These models are based on
real experimental studies79,81 and take into account heat and
mass transfers in both liquid and gaseous adjacent phases. The
first model uses a steady state formulation of the problem
equations as evaporation occurs into the ambient atmosphere,
and can be considered as a steady-state process. The second
model uses an unsteady approach as evaporation occurs in a
closed chamber, and only the first 20 s of the process are available
experimentally (parabolic flight experiment). Two-sided models
allow us to predict the vapour transfer from the droplet surface
into the ambient atmosphere or into a closed chamber, and to
determine the vapour flux distribution along the droplet surface,
which results in physically correct (corresponding to actual experi-
ments) interfacial conditions at the droplet surface.

Because the droplet evaporation during the experiments
proceeds into the ambient atmosphere or into a chamber with
a size much bigger than that of the droplet, the gaseous phase
is usually modelled as a semi-infinite medium; the computa-
tional domain, however, cannot be infinite and must be
bounded either by the chamber walls or by an artificial bound-
ary. Therefore, for the problem of vapour diffusion into an
unbounded ambient atmosphere, the size of the computational
domain is chosen to be 100 times larger than the size of a
droplet, which results in an evaporation rate error (owing to the
presence of the outer boundary) of less than 1%, as compared
to the rate of droplet evaporation into a semi-infinite medium.

In addition to the droplet and vapour phases, a heat conducting
solid substrate is included in the models.

Thus, owing to the presence of a gaseous phase, the com-
putational domain in the two-sided models is much bigger
than in the equivalent one-sided models. Therefore, one of the
assumptions made is the axial symmetry of the model, which
reduces the dimensions of the problem down to two indepen-
dent spatial coordinates (radial and vertical) and substantially
speeds up the computational process as compared to a fully 3D
model. The origin of the cylindrical system of coordinates is
located in the plane of the substrate–droplet interface, and the
z-axis coincides with the axis of the droplet’s symmetry.

The material parameters in the models are drawn from the
experimental parameters. The temperature difference between
the heated substrate and the ambient environment is chosen
to be 15 1C, similar to the particular experiments. Because the
temperature change mostly occurs in the air domain (the
medium with the lowest heat conductivity in the system), its
dynamic viscosity, heat conductivity, and vapour diffusivity
were taken as functions of local temperature.

Because the flow velocities in the atmosphere and droplet
are much lower than the speed of sound, the air and liquid are
modelled as incompressible Newtonian fluids (Navier–Stokes
equations). The boundary conditions at the droplet surface for
the Navier–Stokes equations include the balance of normal
(Laplace pressure) and tangential (thermos-capillary forces)
components of the full stress tensor, as well as the continuity
of the tangential component of the velocity (no-slip condition)
and discontinuity of the normal component of the velocity
owing to the evaporation process (Stefan flow). The no-slip
boundary condition was applied on all solid surfaces. In the
case of evaporation into a semi-infinite medium, at the outer
(artificial) boundary of the gaseous domain, the conditions of
the zero normal stress (open boundary), ambient temperature,
and ambient vapour concentration (zero for ethanol vapour)
were applied.

The vapour diffusion–convection equation with a temperature-
dependent diffusion coefficient was solved in the air domain
using the boundary condition of saturated vapour concentration
at the droplet surface, which in turn was also considered as a
function of the local droplet temperature (Clausius–Clapeyron
equation). No penetration boundary condition was applied for
this equation at the solid walls.

The equation of conductive heat transfer was solved in the
solid domain, with conductive and convective heat transfers in
the fluid domains (liquid and air) under boundary conditions
of a constant heater temperature underneath the substrate, and
constant ambient temperature at the outer boundaries. At the
liquid–air interface, a heat sink owing to evaporative cooling
(latent heat of vaporisation) was applied as a function of the
local evaporation rate.

A Boussinesq approximation was used to account for the
buoyancy in both the liquid and air domains. These forces
were calculated based on the dependence of ethanol and air
density on the temperature, and of the air density on the vapour
concentration. Integration of the local evaporation rate along
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the droplet surface provides the total droplet evaporation rate.
Knowing this quantity, as well as assuming the pinning of the
contact line and the spherical cap shape of the droplet, the
velocity profile of the liquid–air interface was calculated and
used in the corresponding boundary conditions.

To discretize and numerically solve this complex system of
strongly coupled equations of flow, diffusion, and heat transfer
in three phases with temperature-dependent properties, the
commercial software COMSOL Multiphysics (www.comsol.com)
was used, which implements the finite element method in the
weak formulation of the physics equations, and all boundary
conditions were implemented in the form of constraints
with Lagrange multipliers. Second-order finite elements on a
triangular mesh were used for the spatial discretization, and
a generalized alpha method was used for the temporal
discretization.

The ultimate aim of this modelling is to reproduce the
experimentally observable hydrothermal waves and understand
their nature and the principles of their development in sessile
droplets, whereas the current objective is to numerically
model the real experimental conditions, including all relevant
physical processes, not only of the liquid droplet, but also of the
gaseous phase. The results of a 2D axisymmetric steady-state
modelling of a sessile drop of ethanol evaporating into the
ambient atmosphere under terrestrial gravity conditions on top
of a heated cylindrical substrate are shown in Fig. 20. Two
bifurcating branches of the steady-state solutions can be seen.
The bifurcation is related to the different flow patterns in the
surrounding atmosphere but not in the drop. Both thermal and
solutal gravitational vortices, rotating in different directions,
are present in the air phase for both branches of stationary
solutions. On the other hand, the flow pattern within the drop
was the same (one thermo-capillary vortex, as shown in Fig. 21)
for the studied range of substrate temperatures (up to 15 1C
above the ambient temperature), and did not reveal any flow
bifurcations within the droplet. The model showed an agreement

with the experimental evaporation rate within a 10% error, which
corresponds to experimental error bars.

Another 2D axisymmetric numerical model is based on the
parabolic flight experiment, that is, a sessile drop of ethanol on
top of a heated substrate, evaporating into a closed chamber
under microgravity conditions. Because evaporation occurs in a
closed chamber, the problem was solved through an unsteady
formulation. First, preheating of the substrate and chamber
was modelled without drop evaporation, as applied in the real
experiment. Next, the drop evaporation starts instantly (the
stage of drop injection and spreading is not modelled), and the
time-dependent process of evaporation is computed under
the condition of a pinned triple line. The results indicate that,
after a short transitional stage at the beginning of evaporation,
both the numerical and experimental evaporation rates become
more or less stable (but not yet steady, and still evolving over time)
and agree well with each other. This unsteady model reveals
thermo-convective instabilities within the droplet (Fig. 21),
which did not appear in the previous equivalent steady-state
problem (Fig. 20). From a qualitative point of view, very similar
thermo-convective instabilities were obtained using a one-sided
unsteady model.71

It is interesting to note that using absolutely the same
physics as in our unsteady numerical model (parabolic flight
experiment with microgravity), but replacing the closed cham-
ber with an open atmosphere, and switching to a steady-state
problem formulation, results in a stationary solution with only
one thermo-capillary vortex within the droplet, as in the pre-
vious steady-state simulation. Even using a multicellular flow
structure (Fig. 21) as the initial condition for the steady-state
problem results in a stationary solution with one thermos-
capillary vortex within the droplet.

Thus, comparing the steady-state and unsteady numerical
models, it can be concluded that these two approaches result in
a significant qualitative difference in the solutions obtained.
The unsteady solution to the problem demonstrates the appear-
ance and development of multicellular thermo-convective
instabilities within the droplet, whereas a steady-state approxi-
mation is not suitable for such purpose. Therefore, an unsteady
approach is always preferable when thermos-convective
instabilities are studied. Because the experimentally observed
hydrothermal waves in the sessile drops are three-dimensional
and not axisymmetric, further developments of two-sided

Fig. 20 Axisymmetric steady-state numerical model of a sessile drop of
ethanol evaporating into ambient atmosphere under terrestrial gravity
conditions on top of a heated cylindrical substrate. The streamlines in
the drop and atmosphere indicate the flow field, the colour shows the
temperature field, and TS � Tinf is the temperature difference between the
substrate and ambient air. Reproduced from ref. 109 with permission from
Elsevier, copyright 2015.

Fig. 21 Two-dimensional axisymmetric unsteady numerical model of a
sessile drop of ethanol evaporation in a closed chamber under micro-
gravity conditions on top of a heated substrate. The streamlines and
arrows in the drop indicate the flow field, and the colour is the temperature
field (in Kelvins). Reproduced from ref. 109 with permission from Elsevier,
copyright 2015.
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models and their extension into three dimensions is needed for
a better understanding of the phenomenon, and both qualita-
tive and quantitative validations of the model against the
available experimental data are required.

5. Pattern formation
5.1. Droplets of colloids

Although nanofluids have been widely studied in several scien-
tific communities (physics, biology, chemistry, etc.), several
questions remain unanswered regarding the pattern formation
of colloidal suspension droplets. One important application for
nanofluids is inkjet printing,26 although nanofluids are very
promising for application to two-phase heat transfer as well.
Using metallic nanoparticles, inkjet printer technologies are
evolving to allow the printing of metallic inks on soft substrates
for photovoltaic and several other types of applications. These
metallic inks are mostly made of silver, and consequently, are
very expensive (about $500 per millilitre). To create controlled
patterns using inkjet-printing technology, a chain of droplets,
the volume of which has been calculated, must create lines of
constant diameter following evaporation. The homogeneity
of the line thickness is important because it will affect the
electrical resistivity of the resulting pattern. If the concen-
tration of nanoparticles is too low, an o-ring pattern will
appear, which means that the matter will not have been
uniformly deposited on the substrate. If the concentration is
too high, the final thickness will exceed a certain point above
which the electrical resistivity will no longer change; thus, the
nanoparticles, which are extremely expensive, will be wasted.
Thus, the search for the optimal concentration that avoids an
o-ring formation and consequently enables a uniform deposition
by minimizing the amount of nanoparticles is of great interest.
Several authors are currently looking at the driving parameters
that may lead to such pattern formation.72 However, because the
evaporation of even a pure fluid droplet remains a complex
topic, more research is required to understand the evaporation
of complex fluids.59,73,74

5.2. Droplets of mono-dispersed colloids

The evaporation dynamics of a nanofluid sessile droplet follow
the same behaviour as those of pure fluid sessile droplets in the
first stages of evaporation. In the very first instant of droplet
creation, as soon as the fluid touches the substrate, the droplet
spreads to reach its maximum wetting diameter. Although the
influence of spreading of nanofluids was observed,75,76 such
influence was not obvious in all experiments conducted in
these studies. After a few minutes, a circular deposit is clearly
visible at the edge of the drops. The sessile droplet evaporation
profile exhibits non-uniformity at the triple line; this non-
uniformity leads to a radial flow toward the triple line to
compensate for the evaporation loss at the contact line.64

Several conditions must be met for the droplets to form a
deposition ring on the substrate: first, the solvent must not
completely wet the substrate (contact angle larger than 01);

otherwise, the particle deposition will form a layer that tends to
crack, following the direction of evaporation. Then, the triple
line must pin a major part of the evaporation to initiate
a consistent deposition position to accumulate a sufficient
number of particles.

Stick slip droplets tend to form irregular concentric rings.77

This phenomenon, when forced to occur regularly, can be used
to form patterns for industrial applications: homogeneous rings
with a perfect spatial distribution by means of solid spheres in
the droplets78 and evaporation onto patterned hydrophobic
substrates in the form of pillars.79 As an interesting counter-
example, the coffee ring effect can be suppressed using
electrowetting.

Nanoparticles other than polystyrene have been used in
previous studies. Denkov et al.74 used latex particles. In the
case of mixtures of more complex fluids, at low concentrations,
Govor et al.75 described the formation of nanoparticle rings
following the evaporation of droplets for a liquid matrix of a
binary mixture of nitrocellulose, amyl-acetate, and hexane. The
authors used 6 nm nanoparticles of CoPt3 at concentrations
below 1%, leading to rings measuring 0.6–1.5 mm in diameter.
They experimentally observed a phase separation that leads to
the formation of a bilayer structure. The CoPt3 nanoparticles
located on the contact line assembled along the line. In this
case, the accumulation at the drop edge was pronounced.

Conway et al.70 first investigated the influence of particles on
the evaporation dynamics of a drop. Using 200 and 750 nm
polystyrene beads, the authors observed the formation of an
o-ring and a crater for these bead diameters, and monitored the
drop height and mass over time. The authors provided a linear
normalized model of the drop mass and a normalized model of
the drop height using a square-root function. Using 1 mm
particles with a disparity of 0.5 to 2 mm, Marin et al.76 demon-
strated that the particles that settle first along the contact line
of a coffee ring pattern have an ordered, crystalline structure.
Toward the centre of the drop, a transition into a disordered
particle arrangement was observed. The authors proposed a
model that explains many results described in the literature in
which large-scale crystalline deposits were observed for particle
sizes ranging from 6 to almost 50 nm. In this range of particle
sizes, the critical velocity required for a disordered phase is
unreachable within the droplet, which explains the absence of a
disordered phase. The authors also stated that, apart from
the order-to-disorder transition, there are also transitions
within the ordered phase, from square to hexagonal packing
and vice versa (Fig. 22). In an unconfined system, the most
efficient packing lattice is a hexagonal compact. However, in
the evaporating drop, the particles are confined within a wedge
formed by the glass slide on one side and the liquid–air inter-
face with the contact angle on the other. Such confinement
indeed leads to a sequence of hexagonal and square packing
structures that depend on the most efficient packing for the
available space. Indeed, when a new layer is formed, the
confinement by the wedge favours square packing. Away from
the step edge, the available space increases and allows for a
denser, hexagonal packing structure.
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5.3. Droplets of bi-dispersed colloids

O-ring formation during colloidal drop evaporation was first
explained by Deegan.64,65,85 Using sulfate-terminated poly-
styrene spheres of two sizes, 1 and 0.1 mm, at a maximum volume
concentration of 2% dried on glass plates, the author observed the
formation of different patterns depending on the concentration
and size of the spheres used. For spheres measuring 100 nm and
concentrations ranging from 0.063% to 0.25%, Deegan observed
the formation of multiple rings for initial droplets measuring
6 mm in diameter. In all cases, particles remained at the drop
centre and were not located only at the drop edge. In this study,
we observed two different final patterns on the substrate
depending on the concentration: an o-ring pattern and a nearly
uniform deposition pattern.

Chhasatia and Sun26 used bi-dispersed colloids made of
micro- and nanoparticles, and observed the interaction
between these particles and the contact line. For 100 nm and
1.1 mm particles, the authors observed that, at the end of the
evaporation process, the nanoparticles were located near the
triple line, followed by the microparticles. For a hydrophobic
substrate, the constant contact angle mode dominates the
evaporation process, leaving little carrier liquid left to rearrange
the particles according to their sizes in mixed mode. For a
hydrophilic substrate of 01 o y o 451, particle separation is
incomplete during the final deposition. Three separate regions
exist from the outer edges to the centre of the drop, including
a region with only nanoparticles, a mixture of micro- and

nanoparticles, and an inside region with only micro-particles.
The width of the middle region where the micro- and nano-
particles overlap depends on the interactions of the surface
tension and friction forces acting on the particles. For a
hydrophilic substrate of y o 01, nanoparticles accumulate at
the contact line, forming several rows that prevent the contact
line from receding. This enhanced pinning by the nano-
particles permits a radially outward evaporative flow toward
the pinned contact line and pushes some of the micro-particles
to exceed through the liquid–vapour interface. The reduced
surface tension acting on these exceeded micro-particles pre-
vents them from moving inward, whereas most of the other
micro-particles move radially inward to the centre of the drop.
By modifying the wettability of the substrate, the surface
tension acting on the particles is tuned. The control of particle
separation according to the particle sizes can therefore be
achieved. The authors also found that an increase in the size
ratio of the bi-dispersed particles improves the particle separa-
tion. Because the number of particles affects the contact line
pinning, the boundaries between mixed, partially separated,
and completely separated regimes shift toward a higher contact
angle for a higher particle loading. By controlling the substrate
wettability, particle size ratio, particle loading, and relative
humidity, the deposition morphology of bi-dispersed particles
can be further controlled.

During the drying of droplets containing latex particles
measuring from 40 nm to 5 mm, Monteux and Lequeux78

observed a rearrangement leading to the formation of rings.
The smallest nanoparticles were deposited on the outer side of
the ring, whereas the largest particles were located on the inner
side. The authors concluded that this deposition mechanism
leads to a tight deposition but leaves a thin liquid film of pure
water at the edge of the drop. The size of the deposited particle
ring can be precisely controlled through a change in the
particle size. This segregation effect may consequently play an
important role in polymer and biological fluids, which are
composed of poly-disperse particles.

5.4. Evaporation kinetics of nano-suspensions of inorganic
particles

The evaporation kinetics of relatively large (bigger than 1 mm)
sessile droplets of an aqueous suspension of inorganic nano-
particles on solid substrates of various amounts of wettability
was investigated from both experimental and theoretical points
of view.86 The following nanoparticles were used: silicon dioxide
(SiO2), titanium dioxide (TiO2) and carbon nano-powder (C). Two
types of carbon nanoparticles were used: carbon nanoparticles
with a size of o50 nm (C50) and carbon nanoparticles with a size
of o500 nm (C500). The SiO2 and TiO2 particles had an average
diameter of 10–20 nm and approximately 21 nm, respectively.
Carbon nanoparticles were subjected to the annealing procedure
at Dr Mattia’s laboratory at the University of Bath, UK according to
the procedure presented in ref. 87. Three kinds of solid substrates
of different wetting properties and different thermal conductivities
were used: smooth silicon wafers, ultra-high molecular weight
polyethylene films (PE), and polytetrafluoroethylene films (PTFE).

Fig. 22 Order-to-disorder transition in a particle stain left by an evapor-
ating drop. (A) A 3 mL sessile water droplet evaporating from a glass
substrate. (B) Ring-shaped stain of red particles (coffee stain) left on the
substrate after evaporation. (C) A close-up using an optical microscope of
the bottom layer of the stain, taken from the white square in (B), shows that
the outermost lines of the stain (left) have an ordered, crystalline structure.
Toward the centre of the drop (right), a transition to a disordered particle
arrangement is observed. (D) A top view of the ring stain, taken from the
red square in (C) using a scanning electron microscope, shows that the first
lines of particles (left) are arranged in a hexagonal array, whereas the next
lines (brighter in the image) are arranged as a square, followed again by a
hexagonal array (references to the colours used in this figure can be found
in the online version of this document). Reproduced from ref. 76 with
permission from Springer, copyright 2011.
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Experimental results on the evaporation of various types of
inorganic nano-suspensions on solid surfaces of different
hydrophobicity/hydrophilicity were compared with theoretical
predictions of the diffusion-limited evaporation of sessile
droplets of pure liquids in the presence of contact angle
hysteresis discussed above, and very good agreement was found
for both evaporation stages (Fig. 7a).

Note that static advancing, yad, and static receding, yr,
contact angles cannot be determined independently from the
theory used below. That is, these contact angles were taken
from the experimental results in ref. 86. It is shown in ref. 86
that the kinetics of evaporation of the above-mentioned
aqueous nano-suspensions is in good agreement with the
theory developed for pure liquids. The differences from the
pure liquids are (i) static advancing and receding contact
angles, which are different for each nano-suspension used,
and different from the corresponding values for pure water,
and (ii) the value of parameter b (eqn (10)). In some cases, two
stages of evaporation were observed (stage I and II), whereas in
other cases, only stage I was detected.85

In Fig. 23, experimental data on the first stage of evaporation
are summarised for all nano-suspensions studied in ref. 85. The
solid line in Fig. 23 indicates the theoretical prediction. The
comparison shows good agreement between the theoretical
curve predicted by the theory for pure water and the experi-
mental data. Note that negative values of the dimensionless
time for this stage are due to the fact that ~t = 0 was arbitrarily
selected at y = p/2, and thus negative values correspond to
y 4 p/2. Fig. 24 shows a summary of all nano-suspensions
investigated on all solid substrates used, where the evaporation
process showed a second stage of evaporation.86

Good agreement between the theory predictions for both
stages of evaporation (developed for pure liquids) and experi-
mental data on evaporation (within an experimental error
range of �10%) allows the assumption that no adsorption of
nanoparticles used occurs in any of the solid surfaces or liquid–
vapour interfaces investigated (or the adsorption was negligible);
otherwise, a dependency of the receding contact angle on time
during the second stage of evaporation would be present.

However, we were unable to make such conclusion in these
cases, and only the first stage of evaporation was observed.

5.5. Pattern formation of nano-suspensions of inorganic
particles

After the evaporation process of the nano-suspensions is
finished, different patterns are observed on solid surfaces.5

The pattern formation after evaporation of the suspensions was
reviewed in ref. 86 and 5. Below, we add only a few interesting
phenomena observed in the case under consideration.86 According
to ref. 86, all nano-suspension pairs of inorganic particles/
substrates investigated can be subdivided into two groups:
(i) those that evaporated during the first stage only, and (ii) those
that evaporated in two stages. Particles accumulated at the centre of
the spot, as in the case of C50 on PE (Fig. 25a and b) for the two
stages of evaporation, or at the edges, such as TiO2 on PE (Fig. 25c),
when only one stage of evaporation was detected. For case (i), no
traceable amount of particles was detected behind the receding
three phase contact line. It is shown below that the adsorption of
particles (or surfactant) on either a solid–liquid or liquid–air inter-
face results in a deviation from the universal behaviour predicted
for pure liquids. The latter shows that nano-suspensions in case (i)
did not show substantial adsorption on either interface.

It is impossible to draw any conclusions regarding the
adsorption on either interface for the nano-suspensions in case
(ii). A theoretical explanation of the observed pattern requires
further investigation.

5.6. Droplets of human blood

The evaporation of sessile drops of biological fluid has been
studied as a potential area of interest for medical applications.9

Most studies have been conducted on biological fluids and
blood serum, but a few have focused on whole human blood.
This chapter summarizes the parameters that influence the
evaporation, gelation, cracking, and delamination processes of
a drop of whole human blood. It also provides a literature
review on the evaporation of biological fluids. Even for this
complex fluid, the initial rate of evaporation is well explained
using a purely diffusive model of a pure fluid.

Fig. 23 First stage of evaporation. Summary of all nano-suspensions
investigated on all solid substrates used.86 Reproduced from ref. 86 with
permission from APS, copyright 2000.

Fig. 24 Second stage of evaporation. Summary of all nano-suspensions
investigated on all solid substrates used, where the evaporation process
showed the second stage of evaporation.86 Reproduced from ref. 86 with
permission from APS, copyright 2000.
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Blood is a complex colloidal suspension that behaves like a
non-Newtonian fluid. Human blood is composed of different
cells that form about 45% of whole blood volume and 25% of
the total blood mass.107 They are classified as red blood cells
(RBCs), or erythrocytes; white blood cells (WBCs), or leukocytes;
and platelets (thrombocytes). The other 55% is blood plasma,
which is composed of water (over 90%), ions, electrolytes
(salts), plasma proteins (7%, most of which are by weight),
and other substances transported by blood. The main physical
properties of whole human blood, such as the density, viscosity,
and surface tension, can be found in the literature.110

The different stages of blood drop evaporation are shown in
Fig. 26.89 The initial drop diameter presented in the figure is
5.9 mm. The evaporation/desiccation process can be divided
into the following five stages. During the evaporation process,
the drop is always pinned onto the substrate. The total evapora-
tion time for such case is 36 min, and the durations of the
different stages are presented as a percentage of the total time
of evaporation.
� Stage 1 (from zero to 20%): The RBCs move out from the

centre of the drop to the receding desiccation line. A red
deposit is observed at the edge of the drop. The measured
speed of the receding desiccation line is 0.7 mm s�1.
� Stage 2 (from 20% to 50%): crystallization appears at the

edge of the drop and propagates inward. At the same time, the
desiccation process continues from the edge toward the inside
of the drop. A dark red torus is observed, which demonstrates a
different fluid composition. This torus contains a high concen-
tration of RBCs. These cells are now clearly observed as moving
from the centre to the edge of the drop.

� Stage 3 (from 50% to 70%): the dark red torus desiccates
rapidly, and at the same time, the colour of the central part of
the drop changes to an increasingly lighter red. The drop is
almost totally desiccated, and the first crack appears around the
drop between the future corona and central part of the drop.
� Stage 4 (from 70% to 85%): the central part of the drop

desiccates, producing much smaller plaque. Desiccation of the
corona finishes, and circular drying spots are observed around
the corona.
� Stage 5 (from 85% to 100%): the large plaque of the corona

moves slightly as soon as it is totally desiccated. This concludes
the desiccation of the drop, and no further changes are
observed.

All patterns observed with dried drops of blood present
similar characteristics: a central part of the drop, wide mobile
plaque of the corona with wide white cracks, and a fine
periphery. Whereas the central part of the drop and the fine
periphery stick onto the glass plate owing to the absence of
RBCs, the corona is where mobile deposits form, which do
not adhere to the substrate. The explanation of this wetting
phenomenon lies in the proteins that exist on the RBCs
(glycoproteins). The function of these proteins is to avoid
wettability with a wall, and in particular, the internal wall of
organs, that is, veins. At the beginning of drop evaporation, the
fluid is homogeneous in colloids, which is why a thin periphery
can dry on a glass plate. However, because Marangoni convec-
tion occurs, the RBCs (and other heavy colloids) accumulate at
the triple line, which is receding. The RBCs accumulate through
Marangoni convection to form a solid deposit, which is hereafter
called the corona. The remaining fluid, which consists mainly of
serum without heavy colloids, leads to typical small patterns
adhering to the glass substrate after evaporation. One of the
parameters that influences the drying rate, and thus the final
pattern, is room humidity. The influence of relative humidity
(RH) on the pattern at the end of the drying phase has been
investigated by considering the same volume of drops of blood
evaporating at different RH levels. Final drop images are shown
in Fig. 27, which indicate the morphological and structural
evolutions of a drying drop of whole blood for different values

Fig. 25 Microscope images of patterns formed after evaporation of
nano-suspensions: (a) C50 on PE, whole spot, (b) magnification of the
edge (two stages of evaporation), and (c) TiO2 on PE (only first stage of
evaporation).

Fig. 26 Top images (identical scale) of deposit left behind after the
complete evaporation of a sessile drop of whole blood. All experiments
were conducted for an identical drop volume (V = 14.2 mL) and for various
ranges of RH (microscope with ultraclean glass substrate, room tempera-
ture of 23.8 1C, and room pressure of 1005 hPa). Reproduced from ref. 89
with permission from Elsevier, copyright 2013.
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of RH. For each RH, the bottom images are taken at the final
evaporation time, tF, of the drying phase. A structural change,
and consequently, the morphological evolutions of the final
drying pattern, can clearly be observed. When the evaporation
of the blood drop is complete, the final pattern is characterized
by the presence of three distinguishable regions: a central part
composed of a sticking deposit and a network of small cracks, a
corona composed of wide mobile plaque with white cracks
organized radially, and a fine periphery completely adhering to
the substrate. Fig. 27 shows that the width of the mobile plaque
in the corona and the fine periphery region becomes larger as
the RH increases. Moreover, the mobile plaque in the corona is
more displaced toward the centre of the drop, leaving a wider
deposit made of plaque with dark cracks. Fig. 26 also shows
that the region of mobile plaque depends on the drying rate. At
low drying rates (high RH), more completely adhering mobile
plaque is observed than at higher drying rates (lower RH).
Indeed, low adhering areas are highlighted by a circular light-
red region, which is found in each of the mobile plaque regions
within the corona area.

The final drying pattern and crack nucleation vary with the
kinetics of the evaporation rate, as presented in Fig. 27. Under
our experimental conditions, the transfer of water in the air is
limited through diffusion, and is controlled by the RH in the
surrounding air. The drying process of a sessile drop of blood
is characterized by the evolution of the solution into a gel
saturated with solvent. When a gel is formed, the new porous
matrix formed by the aggregation of particles continues to dry
through evaporation of the solvent that causes the gel to
consolidate. As the liquid progressively recedes into the porous
medium, it first forms menisci at the air–solvent interface
owing to capillary tension between particles, and then forms

liquid bridges between these particles. During solvent evapora-
tion, the curvature of the solvent–air menisci is responsible for
a capillary pressure in the liquid phase. This depression
induces shrinkage of the porous matrix, which is constrained
by the adhesion of the deposit to the glass substrate and the
evaporation of the solvent. As the tensile stresses build up,
the internal stresses become too great, and fractures appear,
releasing the mechanical energy. Assuming that gelation is
due to particle accumulation, we attribute these differences
in pattern formation to the competition between the drying
process and the adhesion of the gel on the substrate.

The final dried images shown in Fig. 27 show that the final
adhering area of mobile plaque is strongly dependent on the
RH. By changing the drying rate, the mechanical properties of
the drying gel are modified, such as the adhesion energy of the
gel to the glass substrate (according to the Griffith theory).
Indeed, the surface area of mobile plaque with drops of blood
dried at RH from 13.5% to 50.0% becomes progressively larger
with a lower adhering region. This adhering region shrinks
until the formation of a circular adhering region leading to a
delamination process occurs. For images taken at an RH of
above 50%, the mobile plaque is smaller with a higher adhering
region. This observation is due to the buckling process that is
rapidly overcome by the adhesion of the gel to the substrate.
In desiccated colloidal gel dried at RH = 70% and RH = 46%,
Pauchard experimentally showed that complete adhesion or
de-adhesion is a function of the cell surface area.104 Moreover,
the larger fine periphery of the stick deposited onto the glass
substrate owing to the receding of the gel front creates an
absence of RBCs, which is due to a change in the internal flow
transporting RBCs from the centre to the periphery of the blood
drop. The influence of RH on the final drying pattern and on
the geometrical parameters was investigated by considering the
same small volumes of blood drops evaporating at different RH
values.89 Fig. 28 shows that a linear increase in the contact
angle yeq leads to a decrease in the final wetting diameter Df of
a blood drop as the RH decreases. The higher equilibrium
contact angle at higher evaporative rates than at lower evapora-
tive rates can be explained based on the dependence of the
dynamic contact angle on the contact line velocity at the moment
when the drop touches the glass substrate (at the initial spreading)
during the spreading process. Therefore, a large wetting diameter
can be attributed to a low equilibrium contact angle. The evapora-
tion of the blood drop can be described using a purely diffusive
model by considering the variations in the contact angle and the
wetting radius as a function of the RH.

5.7. Spreading of whole blood drop

We now examine the spreading/evaporation dynamics of a blood
drop as it touches and subsequently wets a clean glass substrate
until its complete evaporation. A pendant-shaped blood drop
touching a microscope glass substrate spreads instantaneously
until it reaches a final wetting radius and a static advancing
contact angle of less than 201.102 At the beginning of the evapora-
tion process, the blood drop is homogeneous in bio-colloids.
As the drop of blood spreads over the glass substrate, the triple

Fig. 27 Final deposition morphology for various RH values (varying
between 13.5% and 78.0%). Areas between dashes represent the fine
periphery of the corona region. The whole human blood was collected
in samples containing liquid anticoagulant.89 Reproduced from ref. 93 with
permission from Elsevier, copyright 2013.
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line moves radially outward with a contact line velocity, UCL,
and then becomes pinned to the substrate (evaporation
continues in constant contact area mode). In the case of
biological fluids, proteins adsorb on the glass substrate near the
contact line, which anchors the triple line. Under hydrophilic
situations, an internal outward flow develops inside the blood
droplet.89 Subsequently, micrometre-sized colloids (RBCs) accu-
mulate near the contact line, reinforcing the contact line pinning,
and thus forming a layer of biological deposits. For a small drop
(V = 14.2 mL) with a contact base radius of less than or equal to the
capillary length of water, the blood drop retains its spherical cap
shape during the entire spreading/evaporation process. Thus,
the instantaneous configuration of the drop can be described
based on the time-dependent wetting radius, r(t), of the spreading
droplet. However, the blood droplets spread faster at higher
evaporative rates than at lower evaporative rates (Fig. 29). Conse-
quently, the total spreading time, ts, increases with an increase in
RH values. All curves exhibit the same qualitative behaviour as
characterized by the two distinct spreading regimes.

During the experiments, the evaporation occurred in a quasi-
steady manner because the diffusion time is much smaller than
the time of evaporation, Cv (12 RH)/r, which is on the order
of 105. In the diffusive-limited case (hydrophilic situation),
this evaporative mass flux, J, along the blood drop surface
proportional to the vapour concentration difference between
the drop surface and the ambient air was not uniform and
tended to diverge near the contact line.103

For small contact angles, this diverging evaporative flux
leads to a diverging velocity field (u(r, y) = (1/rl)J(r)) because
of the singular corner geometry of the droplet close to the
contact line.86,106 The non-uniform evaporation mass flux leads

to temperature gradients over the drop surface (self-cooling),
which leads to differences in surface tension and drives a
Marangoni flow inside the droplet.88 This internal flow trans-
ports the micrometre-sized colloids and liquid toward the rim
to replenish the liquid near the contact line, which evaporates
significantly faster. The intensity of the rate of evaporation
scales with this internal flow motion inside the blood drop.
Indeed, an increased rate of evaporation was observed within
the vicinity of the triple line at higher evaporative rates (Fig. 30)
compared to at lower evaporative rates (Fig. 30). This increase
in the evaporation rate enhances the transportation mecha-
nism of the colloids toward the edge of the blood drop and thus
increases the flow velocity near the contact line. Consequently,
the mean velocity near the contact line decreases with an
increase in RH. In the diffusion-limited evaporation case and
for low contact angles (yeq = 201), the spreading/evaporation
process can be divided into two regimes: a fast initial regime,

Fig. 28 Variation in the equilibrium contact angle, yeq, and the final
wetting diameter of the blood drop, Df, as a function of the RH values.
The ambient conditions (Ta = 24.5� 0.5 1C, Pa = 1005.2� 0.6 hPa) and RH
vary between 13.5% and 78.0%. The dashed lines indicate a linear fit for the
equilibrium contact angle (yeq) and a cubic fit for the final wetting diameter
(Df) passing by the measurement points. This purely diffusive model shows
a good correlation with our experimental results, which decreases with an
increase in RH. Reproduced from ref. 89 with permission from Elsevier,
copyright 2013.

Fig. 29 Evolution of the radius, r, as a function of time, t, for blood drops
with viscosity m = 10.0 mPa s and initial deposited radius (average deposit
radius of R0 = 2.3 � 0.3 mm) for different humidity levels ranging from
8% to 90%. All experiments were performed for the same drop volume
V = 14.2 mL � 1.0% (average mass m = 13.5 mg� 9.5%). Ambient conditions
(Ta = 25.5 � 0.5 1C, Pa = 1005.2 � 0.5 hPa) were used. The inset graph
shows a magnification of the spreading time from 0 to 1 s. Reproduced
from ref. 102 with permission from Elsevier, copyright 2014.

Fig. 30 Schematic representation of spreading drops for the cases of (A)
RH = 8% and (B) RH = 82%. Initially, the blood drop has a spherical shape,
and at equilibrium, the drop has a spherical cap shape. The arrows indicate
the velocity and evaporative flux of water vapour from the drop surface to
the surroundings within the vicinity of the triple line. The dashed square
marks the area close to the triple line, where the drop geometry can be
approximated as a wedge shape. Reproduced from ref. 102 with permis-
sion from Elsevier, copyright 2014.
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and a slow second regime. In the first regime, the spreading
process is controlled through viscous and surface tension
forces because all of the experimental radius curves collapse
upon one another (Fig. 31). The curves of the spreading radius
were scaled by dividing the spreading time by the viscous-
capillary characteristic time, tD = 4pm/gRf. The radius evolution
can be expressed by a power law of the form r(t) = k(t/tD)n, with a
pre-exponential factor k = 2.193 � 1.022 and a wetting exponent
n = 0.65 � 0.11, and was obtained by fitting the experimental
curves. Indeed, the evolution of the wetted drop radius depends
on the dominant physical forces driving and resisting the
spreading process. It was concluded that Fcapillary 4 Fgravity 4
Fviscosity 4 Finertia. Thus, the effects of gravity are negligible, and
capillary forces dominate the flow motion inside the blood
drop. In this regime, capillary forces rapidly drive the drop
spreading because of the curved surface at the contact point
(between the drop and the glass substrate), whereas the viscous
forces of the fluid resist deformation. The value of the wetting
exponent (n = 0.656 � 0.11) can be explained by the balance
of the viscous stress (Bm(dr/dt)/L) with the capillary pressure
(gR/r2). For a viscosity equal to or larger than 10 mPa s, a
wetting exponent of 2/3 was observed in ref. 90 when a viscous-
capillary characteristic time tm5mR0/g was used. This shows that
bio-colloids inside a blood drop have no significant effect
during the early stages of spreading.

Late in the process, the spreading is controlled by the
competition between viscous forces (shear-thinning) and by
the difference between the saturated pressure at the drop
interface and the air pressure because all of the experimental
radius curves collapse upon one another (Fig. 31). The curves of
the spreading radius are scaled by dividing the spreading time
by the evaporation time, tF. For the second regime of spreading,
the radius evolution can be expressed using a power law in the
form r(t) = k(t/tD)n, with a wetting exponent n = 0.196 � 0.03.
From the literature, it is known that the rate of spreading
of a shear-thinning fluid is lower than that of a Newtonian

fluid (m = 1) because of the shearing forces near the moving
contact line.91

Indeed, the shear-thinning rheology decreases the curvature
of the liquid–vapour interface near a moving contact line. Thus,
a weaker dependence of the capillary number Ca with the
dynamic contact angle, yD, appears compared to a Newtonian
fluid (yDB = Ca1/3). Contrary to these observations for shear
thinning fluids, the wetting exponent is found to be 0.19
(which is higher than that of Tanner’s law, n = 0.10) because
blood is a complex colloidal suspension and different physical
mechanisms are involved inside the blood droplet in the course
of spreading. The second regime of spreading is governed by
viscous dissipation near the contact line. However, the calcula-
tion of the Bond number (Bo = 1) revealed that the shape of the
drops is a hemispherical cap, and that gravitational effects can
be neglected. The effect of gravitational forces can lead to
acceleration in the spreading (r B t1/8), and a very small
contribution can be added to the internal flow.66 For low
contact angles, the rate of evaporation from the free surface
is not uniform and diverges near the contact line. A small
temperature gradient develops at the vapour–liquid interface
because the surface of the droplet is cooled through evapora-
tion. Thus, a surface tension gradient is generated, which can
induce a Marangoni flow.67

Consequently, an evaporation-driven Marangoni flow can
enhance the spreading rate during the second regime. Another
possible mechanism that may be responsible for a spreading
enhancement is the disjoining pressure, P(h). This produces a
pressure gradient that competes with the capillary pressure and
viscous resistance to the flow.105 This demonstrates that the
accumulation of bio-particles near the moving contact line
plays an important role in the spreading dynamics because
the velocity of the contact line increases rather than decreases.

During the final stage of the evaporation process, complex
patterns composed of cracks are formed on the glass substrate.
In the experiments, the transfer of water in the air is limited by
diffusion, and is therefore controlled by the RH. The evapora-
tion of whole blood drops on glass was investigated in previous
studies.93,106 The authors described the structural evolution
of a blood drop leading to the final pattern observed, and
analysed the competition between gelation and evaporation.93

Several physical mechanisms were involved, including a
Marangoni flow, crack formation, gelation, and adhesion. In
addition, the authors described the different regimes of evapora-
tion kinetics:89 an initial regime driven by convection, diffusion,
and gelation; a transition phase occurring with the complete
gelation of the system; and a regime that is only driven by
diffusion (the solvent moves through permeation into the porous
matrix). For low contact angles (y { 901) and for pinned contact
lines, Hu and Larson88,92 obtained the evaporation rate of a
droplet for any contact angle.

The drying process of a sessile blood drop is characterised
by an evolution of the solution into a gel saturated with the
solvent. When the gel is formed inside the drop, the porous
matrix formed by the aggregation of particles continues to dry
through the evaporation of the solvent, which causes the gel

Fig. 31 Normalized drop radius, r(t) = (r(t)2R0)/(Rf
2R0), as a function of

normalized time, t/tD, for RH varying from 8% to 90%. The inset graph
shows a magnification of t/tD from 0 to 100. Reproduced from ref. 102
with permission from Elsevier, copyright 2014.
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to consolidate. Indeed, the system is defined by the two interfaces
shown in Fig. 32: the solid–solvent interface and the solvent–air
interface. At the latter interface, menisci form, which are respon-
sible for a capillary pressure build-up, Pcap, in the liquid phase:
Pcap = ag(s,a)�cosy/rp, where g(s,a) is the solvent–air surface tension,
rp is the pore radius, and a is a geometrical constant with a value of
approximately 10.94 As the evaporation continues, the curvature of
the menisci increases, thereby leading to a depression in the
solvent filling in the interstices. However, this depression induces
a gradual shrinkage of the porous matrix, which is constrained by
the adhesion of the gel to the glass substrate and the evaporation
of the solvent. As the tensile stresses build up, the internal stresses
become important, and cracks appear, releasing the mechanical
energy. However, the dynamics of the cracks depends on the
evolution of mechanical stresses and the thickness of the gel layer
or deposit. Below a critical thickness, the layer can be free of cracks
at the end of the evaporation process.96

During the evaporation of a blood drop, a gelled foot forms
at the contact line and propagates radially inward, whereas the
central area of the blood drop remains in liquid form. As the
evaporation continues, this gelled foot leads to the develop-
ment of ortho-radial constraints in the gel, and thus to the
formation of radial cracks. The first cracks nucleate near the
contact after the beginning of the evaporation process. Sobac
and Brutin93 conducted experiments on drying blood drops,
and observed that these cracks nucleate at a critical particle
mass concentration of 29.6%, depending on the initial mass of
the drop. After complete evaporation of the blood drop,
the final drying pattern is characterised by the presence of
four distinguished regions: a central region (r/Rmax o 0.50)
composed of a sticking deposit and a network of small-scale
disordered cracks; a transition area (0.50 o r/Rmax o 0.76)
located between the central area and the corona region, which
is composed of a network of small and large radial cracks; a
corona region (0.76 o r/Rmax o 0.95) composed of polygonal
cells or wide mobile plaque delimited by white cracks; and a
fine periphery (r/Rmax 4 0.95), which completely adheres to the
solid substrate.

5.8. Droplets of surfactant solutions

The previously developed theory regarding the evaporation of
droplets of a pure liquid was applied for an investigation into
the kinetics of evaporation of surfactant solutions. In this case,
relatively large droplets were considered, that is, the diffusion
kinetics of evaporation can be applied.105

The kinetics of droplet evaporation of aqueous solutions of
SILWET L77 (super-spreader) on a highly hydrophobic substrate
was investigated in ref. 100. A buffer of pH 7.0 was used in this
study as a solvent to prevent hydrolysis of the SILWET L77.
Silicon wafers covered by amorphous Teflon (TEFLON-AF) were
used as hydrophobic substrates. The macroscopic contact angle
of either pure water or the buffer solution on the substrates was
(118 � 21). Drops of 4 mm3 in size were deposited onto the
substrate for measurements. Five independent measurements
were conducted for each experimental point reported, and the
average value was used. The experimental technique applied was
similar to that used earlier by Ivanova et al.95,97

The droplet spreading and evaporation of surfactant solutions
demonstrates similar stages to those of pure liquids with partial
wetting (Fig. 7a). As discussed in detail by Svitova et al.98 and
Ivanova et al.,97 during the spreading process (initial stage) it is
possible to use a power-law dependency on time for the contact
angle. In experiments presented in ref. 100, the characteristic time
scale for the initial stage of spreading was found to be within the
range of tad B 50 s. This value is similar to those found in ref. 46 for
aqueous trisiloxane solutions. This stage is sufficiently short, that
is, less than 100 s, and the volume change is less than 5%;97

therefore, it is possible to neglect the evaporation during this stage.
In all experiments presented in ref. 95 and 97 (see below),

similar to the experiments with pure liquids and nanofluids
discussed above, a linear dependence V2/3(t) = V0

2/3 � const�t
was found, where V(t) is the dependence of the volume of an
evaporating droplet on time (Fig. 33).

It is important to note that the experimental values of both
advancing and receding contact angles were used. Such values
cannot be predicted within the framework of the above theory.

Fig. 32 Formation of a porous matrix during the evaporation process.89

(left) Particles are dispersed in the solvent. (right) Concentrated suspension
of particles (porous matrix) in contact with one another, surrounded by
solvent-filled interstices. The system is bounded by two interfaces: the
solid–gel interface and the gel–air interface. A curvature of the solvent–air
menisci occurs at the evaporation surface and increases during the
evaporation process. The competition between adhesion and evaporation
leads to a crack formation. Reproduced from ref. 104 with permission from
IOPscience, copyright 2006.

Fig. 33 Experimental dependency of the reduced volume of an evapor-
ating droplet on a reduction of time (equation above) for different SILWET
L77 concentrations at an ambient temperature of 24 1C and relative
humidity of 50%.
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The static advancing contact angle was determined at the
beginning of the first stage, when the surfactant concentration
was almost identical to the initial concentration. However, the
static receding contact angle was determined at the end of the
first stage, when the surfactant concentration could be con-
siderably higher when compared with the initial concentration
owing to the evaporation. Note that, for concentrations below
CWC, the receding contact angle continued to decrease over the
entire duration of the second stage of the evaporation process.
That is, the actual concentration is different from the initial
concentration.

The theoretical predictions for pure water are compared
below with the experimental results for aqueous surfactant
solutions. Note again that both advancing and receding contact
angles and their dependences on the surfactant concentrations
were extracted from the experimental data; these angles are very
different from those of water. Nevertheless, according to ref. 95
and 97, the kinetics of evaporation of the surfactant solutions
is very similar to that of pure aqueous droplets. The main
differences in the surfactant solutions are (i) the lower values of
the initial contact angles, and as a consequence, (ii) the larger
initial radii of the droplet base at all concentrations, and
(iii) the dependency of the receding contact angle on time
during the second stage at concentrations below CWC.

Fig. 33 confirms that all slopes of V2/3(t) linear dependences
are equal to those of pure aqueous droplets within the range of
experimental error. It was found in ref. 95 and 97 that the
experimental data follow the predicted universal curve during
the first stage of evaporation for all investigated temperatures,
relative levels of humidity, and concentrations (72 sets of y, V,
and L versus t data).

However, the situation is more complex for the second stage
of the spreading/evaporation, although agreement with the
theory predictions is still rather good. As an example, Fig. 34
shows example data for concentrations below and above CAC
obtained at 30 1C and RH of 30%. According to ref. 95 and 97,
all other investigated cases show the same behaviour.

It can be seen from Fig. 34 that there is a very good
agreement with the theory predictions at concentrations above
CAC, and there are deviations from the theoretical predictions
at concentrations below CAC. This may be understood when
considering that, for 0 o C o CAC, the air–liquid and solid–
liquid interfacial tensions change as the evaporation progresses
owing to the increased concentration. The receding contact
angle decreases as the concentration increases within the range
of C o CWC. The latter phenomenon was not included in
either the computer simulations or the theory above. This may
also explain why the agreement between the theory and experi-
ment for pure water is similar to that of the more concentrated
surfactant solutions at concentrations of above CWC.

Note again that, to plot the dependences presented in
Fig. 34, experimental values of advancing and receding contact
angles were used. In Fig. 35, the experimental data published
by Doganci et al.99 for their experiments using SDS surfactant
(55% RH, 21 1C) are presented along with results for SILWET
L-77 (90% RH, 18 1C).95,97 Fig. 35 shows that the agreement
with the theory predictions is similar for both surfactants,
although the scattering around the universal curve for the
second evaporation stage seems to be higher for the SDS data.

There are two different processes causing the change in
surfactant bulk concentration during spreading/evaporation:

Fig. 34 Comparison of experimental results for SILWET L77 aqueous
solutions for the second stage of evaporation with a universal curve
predicted based on the theory for pure liquids. Example for relative
humidity of 30% and temperature of 30 1C.

Fig. 35 Comparison of the universal behaviour predicted based on theory
for pure liquids, and the experimental results of SDS98 and SILWET L77100

solutions for the (a) first and (b) second stages of evaporation. Reproduced
from ref. 100 with permission from ACS, copyright 2013.
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the concentration (i) decreasing owing to depletion caused by
the adsorption, and (ii) increasing because of a decrease of
volume owing to evaporation. Estimations made in ref. 95 and
97 have shown that, for the droplet size used, the initial bulk
concentration equal to CAC should decrease by about 10%
owing to the adsorption at both the liquid–air and liquid–solid
interfaces, and about 35% should be adsorbed at the initial
bulk concentration of 0.1 CAC. The latter indicates that the
adsorption will result in a substantial decrease in bulk concen-
tration inside the droplet, and thus in a significant change in
both the advancing and receding contact angles. The evapora-
tion results in an increase in surfactant concentration, and
simultaneously, the redistribution between the bulk and inter-
faces owing to the decrease in droplet volume further affects
the value of the receding contact angle. All of these processes
have to be taken into account to improve the theory describing
the spreading/evaporation of surfactant solutions.

6. Conclusions and outlook

Interest in wetting has increased enormously over the last two
decades, particularly since 2010. This growth can be attributed
to increasing interest of scientists worldwide to wetting phe-
nomena, which is caused by their wider application to various
new areas.

It is therefore impossible to review all publications in this
area, which number in the thousands. Thus, we selected the
problems investigated by our group over the last decade, and these
subjects were reviewed. A review of the current state in the area of
simultaneous spreading and evaporation is presented. According
to the Kelvin equation, the pendent droplets can only be at
equilibrium with an oversaturated vapour. That is, all experiments
with droplets are usually used under saturated conditions. This
means that evaporation is unavoidable and must be taken into
account. This is particularly true if the components of the droplets
are volatile liquids. If solutes are also included, steady-state
equilibrium can be achieved under sub-saturated conditions once
the droplet vapour pressure equals the surrounding partial
pressure of the volatilities. We proved that the presence of contact
angle hysteresis results in substantially different stages of the
spreading/evaporation processes. However, neither static advan-
cing nor static receding contact angles can currently be predicted,
and hence, experimental values should be used. In addition, all
experimental dependences of the spreading evaporation fall into
two universal curves. It was also shown that the stages of kinetics
of the spreading/evaporation of nano-suspensions fall into the
universal curves when the hysteresis contact angles are determined
for these cases. The kinetics of spreading/evaporation of the
surfactant solutions were described based on the same universal
law during the first stage of spreading/evaporation; however,
deviations from the universal behaviour occurred during the
second stage, which were caused by changes of the surfactant
concentration inside the evaporating droplet over time.

The spreading/evaporation of a blood droplet was also
reviewed, and it was shown that the situation is more

complicated than with a simple liquid. The residual solids
remaining form patterns in the case of evaporation of a nano-
suspension; however, these patterns are of an especially complex
nature for the case of blood droplets. Possible instabilities and
flow pattern formation can be observed in the case of spreading/
evaporation. The conditions for these patterns were investigated,
along with the flow patterns, using computer simulations. The
importance of further investigations into the instabilities arising
under microgravity conditions is emphasized. One important
outlook of droplet spreading and evaporation is the pattern
formation after a complex fluid droplet has dried, which has
applications in the industrial inkjet printing of metallic ink. In
addition, biomedical applications using whole human blood,
blood serum, or even DNA droplets are important areas of study.
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